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Abstract

This paper reports on the systems the RuG
Team submitted to the GermEval 2018 -
Shared Task on the Identification of Offen-
sive Language in German tweets. We sub-
mitted three systems to Task 1, targeting
the problem as a binary classification task,
and only one system for Task 2, address-
ing a fine-grained classification of offen-
sive tweets in different categories. Prelim-
inary evaluation of the systems has been
conducted on a fixed validation set from
the training data. The best macro-F1 score
for Task 1, binary classification, is 75.45,
obtained by an ensemble model composed
by a Linear SVM, a CNN, and a Logistic
Regressor as a meta-classifier. As for Task
2, multi-class classification, we obtained
a macro-F1 of 40.75 using a multi-class
Linear SVM.

1 Introduction

The spread of Social Media, and especially of
micro-blog platforms such as Facebook and Twit-
ter, has been accompanied by a growth in on-line
hate speech. Several countries, including the EU,
use this expression as a legal term. For instance, the
EU Council Framework Decision 2008/913/JHA!
specifically defines hate speech as “the public in-
citement to violence or hatred directed to groups
or individuals on the basis of certain characteris-
tics, including race, colour, religion, descent and
national or ethnic origin”. In this work, follow-
ing (Schmidt and Wiegand, 2017), hate speech is
used as an umbrella term to cover a variety of user-
generated content phenomena, such as abusive or
hostile messages (Nobata et al., 2016), offensive

Inttps://eur-lex.europa.eu/
legal-content/EN/TXT/?uri=LEGISSUM:
133178
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language, cyberbullying (Reynolds et al., 2011; Xu
et al., 2012; Zhong et al., 2016), profanity, insults,
toxic conversations (Wulczyn et al., 2017), among
others.

Although the EU code of conduct on illegal on-
line hate speech forces companies to actively re-
move hate speech messages in their platforms, the
phenomenon is so widespread that ways for the
automatic classification of on-line content are ad-
vocated and necessary (Bleich, 2014; Nobata et al.,
2016; Kennedy et al., 2017). The growing inter-
est in this topic is also shown by recent dedicated
workshops (e.g. the Abusive Language Workshop
(AWL)?2, now at its second edition), datasets in
English and other languages’, and evaluation ex-
ercises, such as the Hate Speech Detection task*
at the EVALITA 2018 Evaluation Campaign for
Italian.

The GermEval 2018 - Shared Task focuses on
the automatic identification of offensive language
in German tweets. In the task setting, offensive
language is defined as “hurtful, derogatory or ob-
scene comments made by one person to another
person”. The task is organized into two sub-tasks:
i.) Task 1, formulated as a binary classification
problem, where each tweet has to be classified ei-
ther as OFFENSIVE or as OTHER; and ii.) Task
2, formulated as multi-class classification prob-
lem, addressing a fine-grained distinction of the
offensive tweets, labeled as INSULT, ABUSE, and
PROFANITY, as well as the OTHER category. Ac-
cording to the Annotation Guidelines (Ruppenhofer
et al., 2018), the OTHER category is defined as any
utterance either having a positive or neutral polar-
ity, or having a negative polarity but not expressing
any of the target categories of INSULT, ABUSE,
and PROFANITY. Notice also that the category

’https://sites.google.com/view/alw2018

3https://sites.google.com/view/
alw2018/resources?authuser=0

“http://di.unito.it/haspeedeevalital8
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PROFANITY is used to mark utterances that ex-
press non-acceptable language (e.g. swearwords)
without targeting (an) individual(s), thus basically
not expressing hate speech.

This paper illustrates the settings of our partic-
ipating systems. Although we mainly focused on
Task 1, to which we submitted three different runs,
we also participated to Task 2 with only one run.
Code and outputs are publicly available 3. In the
remainder of the paper, we first discuss some of
the resources we used, including additional pub-
licly available data we obtained (Section 2), then
describe each of our submitted system runs, includ-
ing their results on a validation set (Section 3 and
Section 4). We also present a discussion on what
we tried but did not work during system develop-
ment (Section 5). We then conclude with a quick
overview of previous works in this topic (Section 6)
and reflections on future directions (Section 7).

2 Data and Resources

All of our runs, both for Task 1 and for Task 2, are
based on supervised approaches, where data (and
features) play a major role for the final results of
a system. This section illustrates the datasets and
language resources used in the final submissions.

2.1 Resources Provided by Organizers

We have been provided with 5009 labeled German
tweets as training data. Table 1 illustrates the dis-
tribution of the classes for each of the subtask.

Class Samples
Task 1: Binary task

OFFENSE 1,688
OTHER 3,321
Task 2: Multi-class task

ABUSE 1,022
INSULT 595
PROFANITY 71
OTHER 3,321

Table 1: Class distribution in the share task training
data for Task 1 and Task 2.

We also experimented with the following re-
sources made available by the organizers:

e German word embeddings pre-trained on ei-
ther Twitter or Wikipedia data (Cieliebak et
al., 2017; Deriu et al., 2017) available from

5https ://github.com/malvinanissim/
germeval-rug

SpinningBytes®. Embeddings of sizes 200,
100 and 52 dimensions are available. We used
the 52 dimension embeddings.

e A comprehensive list of offensive words
in German, obtained from the website
http://www.hyperhero.com/de/
insults.htm.

2.2 Additional Resources

Source-driven Embeddings A major focus of
our contribution is the development of offense-rich,
or highly polarized, word embedding representa-
tions. To build them, we scraped data from so-
cial media communities on Facebook pages. The
working hypothesis, grounded on previous stud-
ies on on-line communities (Pariser, 2011; Bozdag
and van den Hoven, 2015; Seargeant and Tagg,
2018), is that each on-line community represents
a different source of data, and consequently, their
user-generated contents can be used as proxies for
specialized information. We thus acquired source-
driven embeddings by extracting publicly available
comments from a set of German-language Face-
book communities that are likely to contain offen-
sive language, and induce word embeddings on
the data extracted. The idea is that the embed-
dings obtained in this manner will be more sensi-
tive to offensive language, with similarly offensive
terms being placed closer to each other in the vector
space. Table 2 shows the Facebook pages we used
(which largely relate to right-wing populist politi-
cal groups) and the respective number of comments
we extracted from each page.

Page Name Comments
AfD-Fraktion AGH 6,933
Alice Weidel 279,435
Asylflut stoppen 3,461
NPD - Die soziale heimatpartei 138,611
Total 428,440

Table 2: List of public Facebook pages from which
we obtained comments and number of extracted
comments per page.

The embeddings were randomly initialized
and generated with the word2vec skip-gram
model (Mikolov et al., 2013), using a context win-
dow of 5, and minimum frequency 1. The final
vocabulary amounts to 313,443 words. These em-
beddings, referred to as “hate embeddings” here-

6https ://www.spinningbytes.com/
resources/wordembeddings/
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after, were induced as vectors of 300 dimensions
in one setting and of 52 dimensions in another.

We also trained 52 dimensional word embed-
dings on the shared task training data, using our
52 dimension hate embeddings to initialize the pro-
cess instead of random initialization. We refer to
this further set of embeddings as “hate-oriented
embeddings”.

To summarize, we generated three sets of word
embeddings:

e 300 dimension hate embeddings based on
Facebook comments;

e 52 dimension hate embeddings based on Face-
book comments;

e 52 dimension hate-oriented embeddings, that
incorporate information from the hate embed-
dings plus the shared task training data.

Extra Training Data Given the dimension of the
training data, and especially the lower number of
“offensive” tweets, we found an additional dataset
of social media messages annotated for offensive
language and hate speech, the Political Speech
Project (Brockling et al., 2018). The dataset is
part of a journalistic initiative to chart the quality
of on-line political discourse in the EU. Almost 40
thousands Facebook comments and tweets between
February 21 and March 21, 2018, were collected
and manually annotated by an international team
of journalists from four countries (France, Italy,
Germany, and Switzerland) for level and category
of offense. Out of a total of 9,861 utterances from
Germany, we extracted and used as extra-training
data 549 utterances that were labeled as offensive.
We will refer to this extra dataset henceforth as PSP
data.

3  Our Submissions

We detail in this section our final submissions to the
task, three of which address Task 1, binary classifi-
cation, and one Task 2, multi-class classification.

3.1 Submission 1: Binary Model with SVM

Our first submission, named
rug_coarse_l.txt, contains the predic-
tions for the binary task made by an SVM model
using various linguistic features.” The system was

In all of our submissions we use the string XXX as the
dummy label for the task not worked on.

implemented using the Scikit-Learn Python toolkit
(Pedregosa et al., 2011).
We performed minimal pre-processing by:

e replacing all mentions/usernames with the
generic form User;

removing the line break characters |[LBR|;

removing the hash character from all hashtags;

removing stop words using the Python module
stop-words 8

We used two groups of surface features, namely:
i.) unigrams and bigrams; and ii.) character n-
grams in the range between 3 and 7.

The resulting sparse vector representation of
each (training) sample is concatenated with its
dense vector representation. The dense vector rep-
resentation for each tweet is obtained as follows:
for every word w in a tweet ¢, we derived a 52 di-
mension representation, w, by means of a look-up
in the 52 dimension hate-oriented embeddings. We
then performed max pooling over all these word
embeddings, w, to obtain a 52 dimension embed-
ding representation of the full tweet, . Words not
covered in the hate-oriented embeddings were ig-
nored.

The classifier is a linear SVM with unbalanced
class weights. Since the training data is unbal-
anced and the class OFFENSE under-represented,
we chose to specify the SVM class weights for
OTHER and OFFENSE as 1 and 3, respectively. We
used default values for the other hyper-parameters.

3.2 Submission 2: Binary Model with CNN

Our second submission, rug_coarse_2.txt,is
based on a Convolutional Neural Network (CNN)
architecture for sentence classification (Kim, 2014,
Zhang and Wallace, 2015) using Keras (Chollet
and others, 2015). The architecture of the model is
composed of the following layers:

e A word embeddings input layer using the 300
dimension hate word embeddings (see 2.2);

e A convolution layer;
e A max-pooling layer;
o A fully-connected layer;

e A sigmoid output layer.

8https://pypi.org/project/stop-words/
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This is a simple architecture with one convo-
lutional layer built on top of a word embedding
layer. The embedding layer output corresponds to
a tensor of shape three: instances, sequence length
and embedding dimension. Later, this output is
connected to the convolution layer.

The max-pooling layer output is flattened,
concatenated, and fed to the fully-connected
layer composed of of 50 hidden-units with the
ReLU activation function. The final output layer
with the sigmoid activation function computes
the probabilistic distribution over the two la-
bels (other network hyperparameters: Number
of filters: 3,5, 8;
Strides: 1; Activation function: Rec-
tifier; Padding: valid). For our model we chose
the binary cross-entropy loss function. As optimiza-
tion function we employed the Adaptive Moment
Estimation (Adam). To train our system, we set a
batch size of 64 and we ran it for 10 epochs. To
reduce risks of overfitting, we applied two dropout
values, 0.6 and 0.8 We added the first dropout layer
between the embeddings and the convolution layer,
and the second one between the max-pooling and
the fully-concatenated layer.

Finally, for this system, the original training data
was extended with the 549 PSP data labeled as
offensive, thus yielding a new class distribution as
shown in Table 3.

6; Filter sizes:

Class Samples
OFFENSE 2,237
OTHER 3,321
Total 5,558

Table 3: Class distribution in the training data ex-
tended with PSP

3.3 Submission 3: Binary Ensemble Model

Our third submission, named
rug_coarse_3.txt, is an ensemble model that
combines the SVM and CNN models described
in Submissions 1 and 2 (Sections 3.1 and 3.2) and
a meta-classifier based on a Logistic Regressor
classifier.

Each message is composed by 2 groups of sur-
face features, namely, the length of the tweet in
terms of number of characters (tweet length), and
the number of times an offensive term from the
above-mentioned list of offensive German terms
(Section 2.1) occurs in the tweet, normalized by the
tweet’s length (offensive terms), plus the predic-

66

Training Representation

SVM
prediction

CNN
prediction

ffensiv
tweet length oliensive label
terms

Test Representation

offensive SVM CNN
tweet length . - ?
terms prediction prediction

Figure 1: Feature representation of each sample fed
to the ensemble model. On top, the representation
of a training sample, on bottom, the representation
of a test sample.

tions from the Linear SVM and the CNN models.
Figure 1 graphically illustrates the representation
of each message. The top part illustrates a training
sample, while the bottom part a test sample. Such
representations are fed as features to the Logistic
Regressor, implemented using Scikit-Learn using
the default parameters.’

The predictions outputted by the SVM are in
the form of the complementary probabilities for
either of the two classes, those by the CNN are
in form of the probability of the class OFFENSE.
The predictions of the SVM and the CNN for the
5009 training samples which we need to feed to the
meta-classifier at training time were obtained via 5-
fold cross validation. At test time, each system was
trained on the full training dataset and produced
predictions for each of the test samples, which are
then fed as features to the meta-classifier.

Notice that, as described in the previous sec-
tions, the CNN was trained on a dataset which
featured the addition of the PSP data, while the
SVM did not, as this did not prove useful at de-
velopment time (see Section 5). Thus, in the case
of the CNN system, 5-fold cross validation in fact
yielded predictions for each of the 5009 training
samples, plus the 549 added samples from the PSP
data, which were then discarded when training the
meta-classifier.

3.4 Submission 4: Multi-Class with SVM

The file named rug_fine_1.txt is our only sub-
mission to the fine-grained/multi-class task (Task
2), containing predictions by an SVM model. The
system and features used are identical to those
used in Submission 1 (Section 3.1), except that
the SVM class weights for the four classes OTHER,
ABUSE, INSULT and PROFANITY were set as
0.5, 3, 3 and 4, respectively. PROFANITY was

http://scikit-learn.org/stable/
modules/generated/sklearn.linear_model.
LogisticRegression.html
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given the highest weight since it is a severely under-
represented class.

4 Preliminary Results

Table 4 gives an overview of the preliminary results
of our systems in terms of accuracy and macro-
F1 score. The systems’ results are also compared
against two naive baseline models based on the ma-
jority class (i.e. OTHER). All scores were obtained
by training on 80% of the 5009-sample training
data and testing on a fixed development set of 20%.

| Accuracy F1 (macro)
Task 1: Binary task

Baseline 65.27 39.49
SVM binary 76.25 71.90
CNN binary 76.85 73.05

Ensemble binary 78.34 74.45
Task 2: Multi-class task

Baseline 65.27 19.75
SVM multi-class 71.66 40.75

Table 4: Results of our submitted systems and
majority-class baselines in terms of accuracy and
macro-average F1 training on 80% of the training
set provided, and testing on the remaining 20%.

S Methods Not Adopted

When developing our system we experimented with
a series of additions and variations aimed at improv-
ing performance. Not everything worked or made
a difference either using cross-validation or ran-
domly picked development sets, but we deem it
interesting to report on such attempts in this paper.

Data Given the significant under-representation
of the classes INSULT and PROFANITY in the
multi-class setting, we experimented with upsam-
pling them by duplicating the samples from these
two classes. However, this did not yield any gains
in performance. With respect to the additional PSP
dataset, we found that unlike the CNN, the SVM
did not benefit from the addition of the 549 addi-
tional offensive samples and therefore did not adopt
this for the final submissions. Moreover, we also ex-
perimented with the extension of the training data
with all samples from the PSP dataset (9,312 neu-
tral/other, 549 offensive), instead of only adding the
549 samples annotated as offensive. However, both
the CNN and the SVM suffered from this, likely
due to the resulting inflation of the class OTHER.
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Representations For the SVM we experimented
with different sets of word embeddings which
were used to obtain dense-vector representations
of full samples in the manner described in Section
3.1. The 52 dimension Twitter and Wikipedia em-
beddings from SpinningBytes performed similarly.
Furthermore, we also tried to join them by con-
catenating their representations for each word and
tested different methods of dealing with the words
that are covered by one set of embeddings only. In
one setting, we left the embeddings of these words
unchanged and used Principle Component Analysis
to reduce the dimensions of all other word vectors
back to 52. Thus, all embeddings were of 52 dimen-
sions, but those words covered by both sets of em-
beddings incorporated distributional information
from both Twitter and Wikipedia in their represen-
tations. In another setting, we obtained unreduced,
concatenated embeddings of 104 dimensions, us-
ing padding for words which only occur in either
the Twitter or the Wikipedia embeddings. Our ex-
periments showed, however, that these alternative
word embeddings performed worse than those we
used in our final submissions.

Algorithms In the ensemble system we also ex-
perimented with using another Linear SVM as the
meta-classifier. However, its performance in this
capacity was inferior to that of our final choice, i.e.
a Logistic Regressor.

6 Related Work

Several models have been presented in the litera-
ture to detect hate speech and its related concepts
(offensive language, cyberbullying and profanity
among others).

The task has been mainly addressed by means of
rule-based methods or supervised classifiers. Rule-
based methods (De Marneffe and Manning, 2008;
Mondal et al., 2017; Pelosi et al., 2017; Xu and Zhu,
2010; Su et al., 2017; Palmer et al., 2017) heav-
ily rely on lexical resources such as dictionaries,
thesauri, sentiment lexicons, as well as syntactic
patterns and POS relations.

Supervised approaches have shown to obtain
good results, although they suffer from limitations
as far as the size and domain of the training data
is concerned. Support Vector Machine and Convo-
lutional Neural Network classifiers turned out to
be efficient algorithms for this task. Simple SVM
models with word embeddings (Del Vigna et al.,
2017) and TF-IDF n-grams (Davidson et al., 2017)

Proceedings of GermEval 2018, 14th Conference on Natural Language Processing (KONVENS 2018)
Vienna, Austria — September 21, 2018



showed competitive performances. On the other
hand, CNN architectures are initialized with word
embeddings that can be obtained “on the fly” using
the training data or from some pre-trained repre-
sentations (Badjatiya et al., 2017; Gambick and
Sikdar, 2017; Park and Fung, 2017; Badjatiya et
al., 2017). Other classifiers widely employed in
literature are LSTMs (Del Vigna et al., 2017; Bad-
jatiya et al., 2017; Gao and Huang, 2017; Chu et al.,
2016), and Logistic Regressors (Djuric et al., 2015;
Davidson et al., 2017; Gao and Huang, 2017).

A remarkable experiment developed an ensem-
ble classifier combining the predictions of a logistic
regression model with the ones obtained with an
LSTM neural network (Gao and Huang, 2017).

7 Conclusions and Future Work

This paper reports on the RuG Team submissions to
Task 1 and 2 of the GermEval 2018 - Shared Task
on the Identification of Offensive Language. Our
team focused mainly on Task 1, a binary classifica-
tion task aiming at classifying German tweets either
as OFFENSIVE or OTHER. In the development of
our systems, we put our efforts on the development
of embedding representations that could reduce the
dependence of the models on the training data, ex-
ploiting Facebook on-line communities to generate
such data (source-based embeddings). The results
on a fixed validation set composed by 20% of the
training data have shown that the use of these “hate
embeddings” is beneficial. Of the three systems we
submitted for Task 1 (a linear SVM, a CNN, and
an ensemble model based on the SVM and CNN
predictions and extended with basic surface fea-
tures), the ensemble model obtains the best results
(macro-F1 74.45), followed by the CNN (macro-F1
73.05), and, finally, the SVM (macro-F1 71.90).

Task 2, fine-grained classification, was ad-
dressed with a simple Linear SVM, using as fea-
tures word and characters n-grams. The fine-
grained classification proved harder than the binary
one, also for the limited amount of the training data.
The system has a macro-F1 of 40.75 on the same
validation set as the binary task.

We are planning to conduct a deep error analysis
once the official scores and gold test data will be
made available, so as to have a better understanding
of the limitations of our models. Furthermore, we
also plan to extend the source-based approach to
collect polarized embeddings and to test it on other
languages as well.
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