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THE SERIES EXPANSIONS AND GAUSS-LEGENDRE RULE FOR COMPUTING
ARBITRARY DERIVATIVES OF THE BETA-TYPE FUNCTIONS∗
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Abstract. The beta-type functions play an important role in many applied sciences. The partial derivatives of the
beta function and the incomplete beta function are integrals involving algebraic and logarithmic endpoint singularities.
In this paper, some series expansions for these beta-type functions are found, which are easily used to evaluate these
functions with prescribed precision. On the other hand, an accurate Gauss-Legendre quadrature formula is designed
to compute these beta-type functions and their partial derivatives based on the Puiseux series for the integrands at
their singularities. Some numerical examples confirm the high accuracy and high efficiency of the two algorithms,
and also show that the algorithms can be used to effectively evaluate the generalized beta-type functions.
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1. Introduction. The beta-type functions play an important role in statistics and some
other fields such as actuarial science, economics, finance, string theory, etc. The incomplete
beta function is defined by the integral [10]

Bx(p, q) =

∫ x

0

tp−1 (1− t)q−1 dt, 0 < x < 1,(1.1)

where p is a nonnegative real. The incomplete beta function involves a weakly singular
integral when 0 < p < 1. There are many efficient methods to compute the incomplete beta
function. Didonato and Morris [3] calculated the incomplete beta function by using BRATIO—
a subroutine in FORTRAN. Ferreira et al. [5] derived a uniform convergent expansion of the
incomplete beta function in terms of elementary functions. Temme [17, 18] and Doman [4]
obtained some asymptotic expansions to approximate the incomplete beta function. Nemes
et al. [9] also discussed its asymptotic expansion and gave a recurrence relation for the
coefficients of the asymptotic expansion. According to [2], we know that the incomplete beta
function can be written as a hypergeometric series, hence the proposed algorithm computes
the approximations of the derivatives by differentiating the series.

The incomplete beta function degenerates to the beta function when x = 1, that is,

B(p, q) =

∫ 1

0

tp−1 (1− t)q−1 dt.(1.2)

It is weakly singular when 0 < p, q < 1 since the integrand has two singularities at t = 0, 1.
In view of the relationship between the beta function and the gamma function, we can use the
gamma function to compute the beta function. Besides, we can also compute the beta function
by using the binomial expansion found in the papers by Osborn et al. [11] and Tang [16].

Some scholars have considered the partial derivatives of Bx (p, q) [2]. The partial deriva-
tive of (k, l)th-order of the incomplete beta function is obtained by differentiating (1.1) k, l
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times with respect to p, q, respectively,

B(k,l)
x (p, q) =

∂k+lBx(p, q)

∂pk∂ql
=

∫ x

0

tp−1 (1− t)q−1 logk t logl(1− t)dt.(1.3)

Letting x = 1 in (1.3), the (k, l)th-order partial derivative of the beta function is [1]

B(k,l)(p, q) =
∂k+lB(p, q)

∂pk∂ql
=

∫ 1

0

tp−1 (1− t)q−1 logk t logl(1− t)dt.(1.4)

In some applications, it is required to extend the arguments p, q to negative numbers, which
has been done by Özçaḡ et al. in [12, 13]. They can also be extended to complex numbers [15].
In such cases, the integrals (1.1)–(1.4) do not exist in a usual sense, but they can be regularized
to finite values in the neutrix sense [12, 13], or equivalently, in the Hadamard finite-part
sense [6]. Hence, we call them generalized beta-type functions. In [14], the partial derivatives
of the beta function were expressed in terms of a finite number of polygamma functions, and
in [8], an algorithm for computing them was developed. In [7], some transformation properties
of the incomplete beta function were derived, and the definitions of the partial derivatives of
the incomplete beta function were extended to the whole complex plane.

As can be observed from formulas (1.1)–(1.2), we know that the beta-type functions are
weakly (0 < p, q < 1) or strongly (p, q ≤ 0) singular integrals at one or two endpoints. It will
be shown later that the integral (1.3) or (1.4) is weakly singular when 0 < l+p < 1 or strongly
singular when l + p ≤ 0. Considering these types of singular integrals, Wang et al. [20, 21]
designed a modified composite Gauss-Legendre rule to evaluate them by first expanding
the integrands as Puiseux series at the singularities and then analyzing the asymptotic error
expansions. We note that a Puiseux series is a generalization of the Taylor series that may
contain negative and fractional exponents and logarithms.

In this paper, we first give a method to form the Puiseux series for the integrand at the
singularities. By integrating the series term by term, we obtain series expansions for the
beta-type functions in Section 2. We further use the Puiseux series to design a modified Gauss-
Legendre rule to evaluate the beta-type functions and their partial derivatives in Section 3. We
also extend the method to generalized beta-type functions in this section. In Section 4, some
numerical tests are performed to illustrate the efficiency and accuracy of the series expansions
and the numerical integration methods. We give a brief conclusion in Section 5.

2. Series expansions for the partial derivatives of beta-type functions. For conve-
nience, we define

g1(t) = tp−1 logk t, g2(t) = (1− t)q−1 logl(1− t), and f(t) = g1(t)g2(t).(2.1)

In order to derive the series expansions for f(t) at t = 0, 1, we need the following lemma:
LEMMA 2.1. For the function ηα,m(t) = tα logm t, where α is real and m is an integer,

the ith-order derivative of ηα,m(t) is ([19, Lemma 6])

η(i)α,m(t) = tα−i
i∑

j=0

(
m

j

)
(log t)m−j

i−j∑
ρ=0

(ρ+ 1)js(i, j + ρ)αρ,(2.2)

where (β)j is the standard Pochhammer symbol, defined by (β)0 = 1, (β)j = β(β + 1) · · ·
(β+j−1), and the s(i, j) denote the Stirling numbers of the first kind defined by the recurrence
relation [10] s(i, j) = s(i − 1, j − 1) − (i − 1)s(i − 1, j) with initial values s(0, 0) = 1,
s(i, 0) = s(0, j) = 0, for i, j > 0.
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Expanding g2(t) and g1(t) into a Taylor series at t = 0 and t = 1, respectively, and
substituting them into f(t), we have the following theorem:

THEOREM 2.2. The function f(t) has the following expansions at t = 0, 1, respectively,

f (t) =

∞∑
i=0

c
(1)
i (q, l) ti+l+p−1logkt, 0 < t < 1,(2.3)

f (t) =

∞∑
i=0

c
(2)
i (p, k) (1− t)i+k+q−1 logl (1− t) , 0 < t < 1,(2.4)

where

c
(1)
i (q, l) =

(−1)i+l

(i+ l)!

i∑
ρ=0

(ρ+ 1)l s (i+ l, l + ρ) (q − 1)ρ,(2.5)

c
(2)
i (p, k) = c

(1)
i (p, k) , i = 0, 1, . . . .

Proof. Since the Taylor series for (1− t)q−1 and log(1− t) at t = 0 are both convergent
for 0 < t < 1, we can conclude that the Taylor series for g2(t) at t = 0 is also convergent
for 0 < t < 1. Here we find another way to derive the series. Expanding g2(t) at t = 0 and
noting that g(i)2 (0) = (−1)iη

(i)
q−1,l(1), we have

g2(t) =

∞∑
i=0

g
(i)
2 (0)

i!
ti =

∞∑
i=0

(−1)i

i!
η
(i)
q−1,l(1)ti, 0 < t < 1.

From (2.2), we know that

η(i)α,m(1) =


0, i < m,
i−m∑
ρ=0

(ρ+ 1)m s (i,m+ ρ)αρ, i ≥ m.(2.6)

Hence,

g2(t) =

∞∑
i=l

(−1)i

i!
η
(i)
q−1,l(1)ti =

∞∑
i=0

(−1)i+l

(i+ l)!
η
(i+l)
q−1,l(1)ti+l, 0 < t < 1.(2.7)

Substituting (2.6) into (2.7) and noting (2.1), we observe that (2.3) and (2.5) hold. Analogously,
by expanding g1(t) into a Taylor series at the point t = 1, we can show that (2.4) also holds.
The theorem is proved.

Theorem 2.2 tells us that the partial derivative of (k, l)th-order of the incomplete beta
function (1.3) is strongly singular when l + p ≤ 0 and weakly singular when 0 < l + p < 1.
For the case that l + p ≤ 0, the incomplete beta function is interpreted as the Hadamard
finite-part integral, usually denoted by =

∫ x
0
f(t)dt. Integrating (2.3) over the interval (0, x)

term by term and using the integral identity [21]

=

∫ x

0

tα logk tdt =


x1+α

k∑
ρ=0

(−1)ρ(k − ρ+ 1)ρ
(1 + α)ρ+1

(log x)k−ρ, α 6= −1,

(log x)k+1

k + 1
, α = −1,
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we obtain the following theorem:
THEOREM 2.3. The partial derivative of (k, l)th-order of the incomplete beta function

has the following series expansion at x:

B(k,l)
x (p, q) =

∞∑
i=0

i 6=−p−l

c
(1)
i (q, l)xi+l+p

k∑
ρ=0

(−1)ρ(k − ρ+ 1)ρ
(i+ l + p)ρ+1

(log x)k−ρ

+ c
(1)
−p−l(q, l)

(log x)k+1

k + 1
, −p− l ≥ 0, 0 < x < 1.

(2.8)

REMARK 2.4. The formula (2.8) holds for every real p. When p > 0, the formula is an
expansion for the standard incomplete beta function at x, and the last term on the right-hand
side of (2.8) vanishes. When p ≤ 0, the formula is an expansion for the generalized incomplete
beta function.

Analogously, integrating (2.4) over the interval (x, 1) term by term yields

=

∫ 1

x

f(t)dt =

∞∑
i=0

i 6=−q−k

c
(2)
i (p, k)(1− x)i+k+q

l∑
ρ=0

(−1)ρ(l − ρ+ 1)ρ
(i+ k + q)ρ+1

(log(1− x))l−ρ

+ c
(2)
−q−k(p, k)

(log(1− x))l+1

l + 1
, −q − k ≥ 0, 0 < x < 1.

(2.9)

The generalized beta function (1.4) can be split as

B(k,l)(p, q) = =

∫ 1/2

0

f(t)dt + =

∫ 1

1/2

f(t)dt.(2.10)

Taking x = 1
2 in (2.8), (2.9) and substituting them into (2.10), we obtain a practically useful

series for evaluating the partial derivative of the generalized beta function

B(k,l)(p, q) = (−1)k
∞∑
i=0

i 6=−p−l

c
(1)
i (q, l)

(
1

2

)i+l+p k∑
ρ=0

(k − ρ+ 1)ρ
(i+ l + p)ρ+1

(log 2)k−ρ

+ (−1)l
∞∑
i=0

i 6=−q−k

c
(2)
i (p, k)

(
1

2

)i+k+q l∑
ρ=0

(l − ρ+ 1)ρ
(i+ k + q)ρ+1

(log 2)l−ρ

+ c
(1)
−p−l(q, l)

(− log 2)k+1

k + 1
+ c

(2)
−q−k(p, k)

(− log 2)l+1

l + 1
,

− p− l ≥ 0, −q − k ≥ 0.

(2.11)

In order to accelerate the convergence of the series (2.8) when x > 1
2 , we compute the partial

derivative of the generalized incomplete beta function using the formula

B(k,l)
x (p, q) = =

∫ 1

0

f(t)dt − =

∫ 1

x

f(t)dt,(2.12)

and the two integrals are expanded as the series (2.11) and (2.9), respectively.
Since the coefficients in (2.5) are given explicitly, the series (2.8), (2.9), (2.11), and (2.12)

can be evaluated with as many terms as necessary with respect to the index i such that the
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remainder term is less than 10−16. For this purpose, we have written a Mathematica function
Abeta[x,p,q,k,l] to calculate the derivatives of all the beta-type functions by a series
expansions, where x is the upper limit of the incomplete beta function and p,q,k,l are
the parameters in (1.3) or (1.4). If x=1, the algorithm automatically evaluate the complete
beta-type functions.

3. The modified Gauss-Legendre rule for beta-type functions and their partial deri-
vatives. In this section, we develop an efficient Gauss-Legendre rule to uniformly evaluate
beta-type functions.

3.1. Review of the error expansion of the Gauss-Legendre rule for weakly singular
integrals. Let f(t) be sufficiently smooth in (a, b). We can expand it as Puiseux series at
t = a or t = b or both of them. That is, f(t) has the following asymptotic expansions

f(t) =

u∑
i=0

ui∑
j=0

c
(1)
i,j (t− a)

αi (log(t− a))
µi,j + ra(t) := fa(t) + ra(t), t > a,(3.1)

f(t) =

v∑
i=0

vi∑
j=0

c
(2)
i,j (b− t)βi (log(b− t))νi,j + rb(t) := fb(t) + rb(t), t < b,(3.2)

where u, ui, v, vi, µi,j , νi,j are all nonnegative integers and αi, βi are all real numbers
satisfying −1 < α0 < α1 < · · · < αu, −1 < β0 < β1 < · · · < βv. It is noted that the
remainders ra(t), rb(t) can be made sufficiently smooth on [a, b] by choosing u, v suitably
large.

REMARK 3.1. The Puiseux series (3.1) can be generated by the Series command of
Mathematica. By writing Series[f[t],{t,a,u}], where u is a given integer, we can
completely determine ui, µi,j , and c(1)i,j in (3.1). We also know the asymptotic behaviour of the
remainder, namely ra(t) = o ((t− a)u). Usually, it is difficult to discuss the convergence of
the series (3.1), and hence it is hardly possible to obtain the integral value by integrating (3.1)
term by term. What we need to do is design some other methods to evaluate the integral of
f(t) using the singular expansions (3.1) or (3.2). We note that the series (2.3) is a special
case of (3.1), which has been shown to be convergent for 0 < t < 1, and hence we obtain a
convergent series (2.8) by integrating (2.3) term by term.

For a function g(t) ∈ C(0, 1), we define a general r-point Gauss-Legendre formula∫ 1

0

g(t)dt ≈
r∑

λ=1

σλg(θλ),(3.3)

where σλ > 0 and θλ ∈ (0, 1) (λ = 1, 2, . . . , r) are the weights and abscissas. We note that
the standard r-point Gauss-Legendre quadrature is defined on the interval [−1, 1], where the
abscissas are the zeros of the Legendre polynomial Pr(x), denoted by θ∗λ, λ = 1, 2, . . . , r.
The corresponding weights are obtained by σ∗λ = 2/((1− θ∗2λ )(P ′r(θ

∗
λ))2). In this paper, we

transform the sampling points into [0, 1], and hence θλ = (1 + θ∗λ)/2 and σλ = σ∗λ/2. One
advantage of the Gauss-Legendre rule is that all the abscissas are located in the interval (0, 1),
and hence we do not have to treat the endpoint singularities in a special way for the singular
integral. The Gauss-Legendre rule has the highest degree of accuracy, which means that it can
be used to integrate polynomials of degree 2r − 1 exactly using only r nodes.

We consider the computation of the definite integral I =
∫ b
a
f(t)dt. Divide [a, b] into

n equal subintervals with step length h = (b− a)/n and the nodes denoted by ti = a+ ih,
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where i = 0, 1, . . . , n. Then by (3.3), we obtain a composite Gauss-Legendre rule

I =

n−1∑
i=0

∫ ti+1

ti

f(t)dt ≈ h
r∑

λ=1

σλ

n−1∑
i=0

f (a+ (i+ θλ)h) := Qn.(3.4)

The error remainder of the formula is denoted by

En = I −Qn.

In the following lemma, we present the asymptotic expansion of the error with step length h
for the Gauss-Legendre quadrature formula when the integrand f(t) is singular at the point
t = a or t = b or both of them.

LEMMA 3.2 ([20, Theorem 3.2, (4.10)]). Suppose that f(t) ∈ C(a, b) is sufficiently
smooth except at the endpoint t = a, where around this point, f(t) is assumed to have the
Puiseux expansion (3.1). In this case, the integral remainder En (here denoted by R1) of the
quadrature formula Qn can be expressed as an asymptotic expansion with respect to h,

R1 =−
u∑
i=0

ui∑
j=0

c
(1)
i,j h

1+αi

µi,j∑
m=0

(
µi,j
m

)
(log h)

µi,j−m

×

(
r∑

λ=1

σλθ
αi

λ (log θλ)
m − (−1)

m
m!

(1 + αi)m+1

)
+ · · · .

(3.5)

For the case that f(t) has the Puiseux expansion (3.2), the integral remainder En (here
denoted by R2) reads

R2 =−
v∑
i=0

vi∑
j=0

c
(2)
i,j h

1+βi

νi,j∑
m=0

(
νi,j
m

)
(log h)

νi,j−m

×

(
r∑

λ=1

σλθ
βi

λ (log θλ)
m − (−1)

m
m!

(1 + βi)m+1

)
+ · · · .

(3.6)

For the case that f(t) has the Puiseux expansions (3.1) and (3.2) at t = a and t = b, respec-
tively, the integral remainder En is simply the sum of (3.5) and (3.6), that is, En = R1 +R2.

We note that only the main part of the error is written in (3.5) or (3.6), and the omitted
part is smaller than the main part; see reference [20] for the complete expression of the error.
Since the Puiseux expansions (3.1) or (3.2) can be handled by symbolic computation, the main
part of the integral remainder (3.5) or (3.6) is computable. Hence, we can add one or both of
them to the Gauss-Legendre rule (3.4) to correct the accuracy of the quadrature formula.

3.2. Modified Gauss-Legendre rule for partial derivatives of beta-type functions.
For the incomplete beta function (1.1) and its (k, l)th-order derivative (1.3), the integrand f(t)
in (2.1) is singular at t = 0 when l + p < 1. Hence, by truncating the series (2.3), keeping
only finitely many terms like (3.1), and taking n = 1, h = x, αi = i + l + p − 1, µi,j = k
in the formulas (3.4), (3.5), we obtain a modified Gauss-Legendre rule for computing the
(k, l)th-order partial derivative of the incomplete beta function by adding the main part of the
error in (3.5) to (3.4)

B(k,l)
x (p, q) ≈ x

r∑
λ=1

σλf (θλx)−
u∑
i=0

c
(1)
i (q, l)xi+l+p

×
k∑

m=0

(
k

m

)
(log x)k−m

(
r∑

λ=1

σλθ
i+l+p−1
λ logmθλ −

(−1)mm!

(i+ l + p)
m+1

)
,
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with leading error term

eu =− c(1)u (q, l)xu+l+p
k∑

m=0

(
k

m

)
(log x)k−m

×

(
r∑

λ=1

σλθ
u+l+p−1
λ logmθλ −

(−1)mm!

(u+ l + p)
m+1

)
.

When x = 1, the incomplete beta function degenerates to the complete beta function, which is
singular at both t = 0, 1 when 0 < p, q < 1. For such case, we truncate the series (2.3), (2.4)
at a finite index like (3.1), (3.2), respectively. By taking n = 1, h = 1, αi = i + l + p − 1,
µi,j = k, βi = i + k + q − 1, νi,j = l in the formulas (3.4), (3.5), and (3.6), we obtain a
modified Gauss-Legendre rule for evaluating the (k, l)th-order derivative of the beta function

B(k,l) (p, q) ≈
r∑

λ=1

σλf (θλ)−
u∑
i=0

c
(1)
i (q, l)

(
r∑

λ=1

σλθ
i+l+p−1
λ logkθλ −

(−1)
k
k!

(i+ l + p)k+1

)

−
v∑
i=0

c
(2)
i (p, k)

(
r∑

λ=1

σλθ
i+k+q−1
λ loglθλ −

(−1)
l
l!

(i+ k + q)l+1

)
,

(3.7)

with leading error term

e = −c(1)u (q, l)

(
r∑

λ=1

σλθ
u+l+p−1
λ logkθλ −

(−1)
k
k!

(u+ l + p)k+1

)

− c(2)v (p, k)

(
r∑

λ=1

σλθ
v+k+q−1
λ loglθλ −

(−1)
l
l!

(v + k + q)l+1

)
.

It can be seen from (3.7) that the formula for computing the partial derivative of the beta
function is especially simple and hence has high efficiency. It is noted that the incomplete
beta function is nearly singular at t = x when x is close to 1, which will deteriorate the
computational accuracy. In order to increase the computational accuracy, we introduce a
constant δ ∈ (0.5, 1). When x ≥ δ, the formula for computing the incomplete beta function
becomes

B(k,l)
x (p, q) =

∫ 1

0

f (t) dt−
∫ 1

x

f (t) dt := I1 − I2,(3.8)

where I1 is the complete beta function, which can be evaluated by (3.7) and I2 is singular at
the point t = 1, which can be calculated by the following Gauss-Legendre rule. Taking n = 1,
h = 1 − x, βi = i + k + q − 1, νi,j = l in the formulas (3.4), (3.6), we obtain a modified
Gauss-Legendre rule for I2 by adding the main part of the error in (3.6) to (3.4)

I2 ≈ (1− x)

r∑
λ=1

σλf (x+ θλ(1− x))−
v∑
i=0

c
(2)
i (p, k) (1− x)i+k+q

×
l∑

m=0

(
l

m

)
(log(1− x))l−m

(
r∑

λ=1

σλθ
i+k+q−1
λ logmθλ −

(−1)mm!

(i+ k + q)
m+1

)
,
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with leading error term

ev =− c(2)v (p, k)(1− x)v+k+q
l∑

m=0

(
l

m

)
(log(1− x))l−m

×

(
r∑

λ=1

σλθ
v+k+q−1
λ logmθλ −

(−1)mm!

(v + k + q)
m+1

)
.

3.3. Extension to generalized beta-type functions. We know from (2.3) and (2.4) that
when l + p ≤ 0 or k + q ≤ 0, the beta-type functions (1.3), (1.4) are defined in the sense
of Hadamard finite-part integrals. We denote them as generalized beta-type functions. The
key point to evaluate the Hadamard finite-part integral is to transform it to a regular one by
separating the singular part. For example, for the generalized incomplete beta function, by
denoting

f0(t) =
w∑
i=0

c
(1)
i (q, l) ti+l+p−1logkt,

where w is chosen such that w + l + p− 1 ≥ 0, we have

=

∫ x

0

f(t)dt = =

∫ x

0

f0(t)dt+

∫ x

0

(f(t)− f0(t))dt

=

w∑
i=0

i 6=−p−l

c
(1)
i (q, l)xi+l+p

k∑
ρ=0

(−1)ρ(k − ρ+ 1)ρ
(i+ l + p)ρ+1

(log x)k−ρ

+ c
(1)
−p−l(q, l)

(log x)k+1

k + 1
+

∫ x

0

(f(t)− f0(t))dt, −p− l ≥ 0.

(3.9)

For the regular integral in (3.9), we can effectively evaluate it using the modified Gauss-
Legendre rule in Section 3.2.

For the generalized beta function (1.4), since the points t = 0, 1 are the strong singularities
of f(t) when l + p ≤ 0 and k + q ≤ 0, we only need to split the integral as

=

∫ 1

0

f(t)dt = =

∫ 1/2

0

f(t)dt + =

∫ 1

1/2

f(t)dt,(3.10)

and then employ the above method to evaluate the two integrals on the right-hand side of (3.10);
see [21] for details.

At the end of this section, we consider issues of practical computation. We should first set
the computational accuracy, then fix the values of r, u, v, and δ. By repeated testing, we could
achive a computational accuracy of 10−16 by taking r = 19, u = 6, v = 6. Furthermore,
we take δ = 0.82 in the formula (3.8) or (3.9). Using these settings, we have written a
Mathematica function to implement the algorithm, Dbeta[x,p,q,k,l], where x is the
upper limit of the incomplete beta function and p,q,k,l are the parameters in (1.3) or (1.4).
We note that the weights and abscissas of the Gauss-Legendre rule can be obtained by the
Mathematica command NIntegratèGaussBerntsenEspelidRuleData. If x = 1,
then the algorithm automatically implements the formula (3.7) or (3.10) to evaluate the partial
derivative of the beta function. In particular, when k = l = 0 it evaluates the beta function as
well. If 0 < x < 1, then the partial derivative of the incomplete beta function is computed by
the algorithm. It can also compute the incomplete beta function when k = l = 0. Since the
coefficients of the series expansions for f(t) at t = 0 and t = 1 are derived from (2.5), the
algorithm can be easily implemented on other software platforms.
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4. Numerical results. In this section, we perform some experiments to show that both
the series expansion (Abeta) and the modified Gauss-Legendre rule (Dbeta) are capable of
evaluating various beta-type functions. The computational results are shown in Tables 4.1–
4.4, where C-value and T-error represent the computational value and the absolute true error,
respectively. We note that a more accurate value is obtained by Mathematica with 20 significant
digits, and the difference of this and the computational value yields the T-error. However,
sometimes the values can not be evaluated by Mathematica, in which case the T-error is
indicated by the symbol “−”.

TABLE 4.1
The results of Abeta and Dbeta for computing the derivatives of the incomplete beta function.

(x, p, q, k, l)
Abeta Dbeta

C-value T-error C-value T-error(
2
5 ,

1
30 ,

1
700 , 0, 0

)
29.578154453855 3.55E-15 29.578154453855 1.52E-16(

2
5 ,

7
109 ,

27
32 , 3, 1

)
4.8151823956904 8.88E-16 4.8151823956904 5.40E-16(

13
25 ,

7
10 ,

9
30 , 2, 1

)
−0.501645429170 1.11E-16 −0.501645429170 8.98E-17(

17
35 ,

3
7 ,

1
9 , 0, 0

)
2.0257081264806 4.44E-16 2.0257081264806 4.34E-16(

2
5 ,

6
27 ,

9
115 , 2, 1

)
−1.217155071073 2.22E-17 −1.217155071073 1.42E-16(

9
10 ,

37
15 ,

67
409 , 2, 3

)
−0.169013488180 1.11E-16 −0.169013488180 1.90E-16(

21
25 ,

7
30 ,

4
5 , 2, 3

)
−0.191480573558 1.67E-16 −0.191480573558 5.00E-16(

22
25 ,

19
4 ,

32
67 , 2, 3

)
−0.047635921875 6.94E-17 −0.047635921875 2.08E-17(

11
25 ,

1
7 ,

1
200 , 0, 0

)
6.6821089021104 8.88E-16 6.6821089021104 8.88E-16(

40
89 ,

7
36 ,

1
7 , 0, 0

)
4.7689183458079 2.66E-15 4.7689183458079 8.88E-16(

47
96 ,

1
5 ,

33
67 , 2, 1

)
−1.294161981407 2.22E-16 −1.294161981407 2.22E-16(

77
120 ,

7
16 ,

1
3 , 2, 1

)
−0.886443726519 1.11E-16 −0.886443726519 1.11E-16(

103
150 ,

1
2 ,

1
3 , 0, 1

)
−0.777549461512 3.00E-15 −0.777549461512 1.11E-16

TABLE 4.2
The results of Abeta and Dbeta for computing the derivatives of the beta function.

(p, q, k, l)
Abeta Dbeta

C-value T-error C-value T-error(
1
3 ,

7
2 , 0, 0

)
1.82208690692024 2.22E-16 1.82208690692024 4.36E-16(

23
15 ,

1
7 , 1, 3

)
3.50233254395884 4.44E-16 3.50233254395884 7.75E-15(

1
20 ,

12
5 , 0, 0

)
18.8327157668963 3.55E-15 18.8327157668963 2.67E-15(

6
7 ,

8
11 , 0, 3

)
−21.554718266433 1.07E-14 −21.554718266433 1.23E-14(

1
290 ,

1
600 , 8, 6

)
0.01653514722849 1.32E-16 0.01653514722849 8.95E-16(

27
30 ,

7
9 , 5, 7

)
0.01082138659110 1.54E-16 0.01082138659110 6.64E-17(

13
9 ,

2
3 , 5, 5

)
0.01083909103055 1.11E-16 0.01083909103055 5.25E-18(

1
5 ,

9
4 , 1, 3

)
0.10613958415905 6.94E-17 0.10613958415905 1.93E-16(

43
12 ,

33
700 , 2, 4

)
0.53224115177277 1.11E-16 0.53224115177277 2.84E-16(

13
16 ,

7
8 , 4, 1

)
−1.3316102792395 2.22E-16 −1.3316102792395 6.00E-16(

17
3 ,

8
7 , 2, 5

)
−0.0633663704157 9.71E-17 −0.0633663704157 3.53E-17(

19
17 ,

3
23 , 2, 1

)
−0.4355635721872 3.33E-16 −0.4355635721872 2.06E-15(

158
23 ,

12
99 , 7, 9

)
0.00051973938302 1.32E-16 0.00051973938302 3.85E-19(

258
12 ,

7
17 , 7, 9

)
0.00001681198242 7.39E-17 0.00001681198242 1.71E-14
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TABLE 4.3
The results of Abeta and Dbeta for computing the derivatives of the generalized incomplete beta function.

(x, p, q, k, l)
Abeta Dbeta

C-value T-error C-value T-error(
1
10 ,−1,−3, 0, 0

)
−18.097083037 − −18.097083037 −(

3
17 ,−2,−6, 1, 0

)
40.89521976165 − 40.89521976165 −(

20
33 ,−2,−5, 2, 1

)
−104.45569477 − −104.45569477 −(

1
10 ,−

20
9 ,−

1
800 , 0, 2

)
−7.0473728308 8.88E-16 −7.0473728308 4.44E-15(

5
12 ,−

7
3 ,−

9
4 , 1, 2

)
−21.328866949 1.42E-14 −21.328866949 7.82E-14(

5
7 ,−

1
4 ,−

1
2 , 1, 0

)
−19.574914940 7.11E-15 −19.574914940 7.11E-15(

3
8 ,−

33
10 ,−

7
8 , 1, 2

)
−41.381928105 7.11E-15 −41.381928105 1.71E-13(

1
7 ,−

12
10 ,−

3
8 , 1, 1

)
102.7781640080 4.26E-14 102.7781640080 4.26E-14(

2
7 ,−

31
8 ,−

57
90 , 1, 3

)
201.7129058196 2.84E-14 201.7129058196 3.98E-13(

3
5 ,−

21
8 ,−

1
7 , 0, 1

)
−1.2750175805 2.44E-15 −1.2750175805 3.62E-14(

9
10 ,−

7
4 ,

5
8 , 1, 2

)
−17.615540613 3.55E-15 −17.615540613 3.73E-13(

19
20 ,−

1
8 ,−

5
300 , 1, 0

)
−65.997189610 4.26E-14 −65.997189610 1.67E-16(

93
100 ,−

39
9 ,

15
6 , 0, 2

)
0.342694637011 6.11E-16 0.342694637011 1.23E-13(

43
50 ,−

1
6 ,−

1
4 , 1, 0

)
−38.676112897 7.11E-15 −38.676112897 1.42E-14

TABLE 4.4
The results of Abeta and Dbeta for computing the derivatives of the generalized beta function.

(p, q, k, l)
Abeta Dbeta

C-value T-error C-value T-error

(−5,−2, 0, 0) −29.45 5.33E-14 −29.44999999996 4.10E-11
(−7,−2, 2, 1) −99.55630679348 − −99.55630679642 −
(−1,−4, 3, 3) 61.851513452306 − 61.851513452305 −(
5
2 ,−

4
9 , 0, 1

)
−0.369927140833 6.66E-16 −0.369927140833 5.05E-15(

− 7
3 ,−

1
2 , 0, 2

)
43.235104435821 7.11E-15 43.235104435821 5.47E-13(

− 21
9 ,−

7
8 , 1, 1

)
7.4766169400929 8.88E-16 7.4766169400929 1.07E-14(

− 11
5 ,−

1
5 , 1, 1

)
49.624447731140 2.84E-14 49.624447731140 4.26E-14(

− 4
7 ,−

7
6 , 1, 0

)
11.596191137200 1.07E-14 11.596191137200 7.11E-15(

− 33
10 ,−

17
9 , 1, 2

)
−1.747593695331 2.22E-16 −1.747593695331 3.71E-14(

− 7
9 ,−

5
6 , 1, 0

)
−46.96657258136 1.42E-14 −46.96657258136 1.42E-14(

− 15
8 ,−

5
2 , 0, 0

)
54.717940661539 7.11E-15 54.717940661538 8.24E-13(

− 17
6 ,

25
4 , 0, 1

)
−52.88581961244 2.84E-14 −52.88581961244 7.11E-15(

− 10
3 ,−

9
8 , 2, 3

)
8.4189198647365 3.55E-15 8.4189198647370 5.08E-13(

− 15
4 ,−

16
7 , 1, 2

)
132.01970328127 5.68E-14 132.01970328127 1.82E-12

Tables 4.1, 4.3 exhibit some results for the incomplete beta function and the generalized
incomplete beta function, and Tables 4.2, 4.4 show the results for the beta function and the
generalized beta function, respectively. The computation indicates that series expansion and
numerical integration are both accurate for evaluating beta-type functions. In order to achieve a
precision of 10−16, the series expansion in (2.3) or (2.4) has to include up to 50 terms in some
cases, but the numerical integration only requires its first 6 terms. Certainly, the numerical
integration needs to evaluate the integral by the Gauss-Legendre rule. In practical computation,
both of them are feasible.
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5. Conclusion. The beta-type functions can be evaluated by many efficient numerical
or symbolic methods. In this paper, we form the Puiseux series for the integrand at its
singularities, which play twofold roles in this paper. First, we derive series expansion for the
incomplete beta function at the upper limit and then use it to evaluate the beta-type functions.
Second, we present a modified Gauss-Legendre integration method to uniformly treat the
beta-type functions and their derivatives by using the Puiseux series. These two algorithms are
accurate and efficient, which is illustrated by calculating some typical examples.

Acknowledgments. The authors are grateful to the editors and referees for their valuable
comments and suggestions.
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