
ETNA
Kent State University and

Johann Radon Institute (RICAM)

Electronic Transactions on Numerical Analysis.
Volume 52, pp. 370–390, 2020.
Copyright c© 2020, Kent State University.
ISSN 1068–9613.
DOI: 10.1553/etna_vol52s370

PERTURBATION ANALYSIS ON MATRIX PENCILS FOR TWO SPECIFIED
EIGENPAIRS OF A SEMISIMPLE EIGENVALUE WITH MULTIPLICITY TWO∗

SK. SAFIQUE AHMAD† AND PRINCE KANHYA‡

Abstract. In this paper, we derive backward error formulas of two approximate eigenpairs of a semisimple
eigenvalue with multiplicity two for structured and unstructured matrix pencils. We also construct the minimal
structured perturbations with respect to the Frobenius norm such that these approximate eigenpairs become exact
eigenpairs of an appropriately perturbed matrix pencil. The structures we consider include T-symmetric/T-skew-
symmetric, Hermitian/skew-Hermitian, T-even/T-odd, and H-even/H-odd matrix pencils. Further, we establish various
relationships between the backward error of a single approximate eigenpair and the backward error of two approximate
eigenpairs of a semisimple eigenvalue with multiplicity two.
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1. Introduction. In the process of obtaining eigenvalues and eigenvectors of a given
matrix pencil by using numerical methods, we encounter different situations of obtained
eigenpairs/eigenvalues. For example, the obtained eigenvalue can be simple, semisimple, and
repeating but defective. These different situations arise because of the diverse nature of the
obtained eigenvectors. Further, these obtained eigenpairs/eigenvalues are approximate, not
exact; this happens due to the roundoff errors. Different authors have developed the backward
error analysis for a single approximate eigenpair/eigenvalue to understand how accurate the
computed solution is for the matrix pencil and to check if this computed solution is useful or
not. Backward error analysis plays an important role in understanding the accuracy of the
computed solutions; it provides the minimum perturbation in some appropriate norm such
that given approximate eigenpairs/eigenvalues become exact for an appropriately perturbed
problem. Malyshev [15] has discussed the minimal perturbation of a given n-by-nmatrix to the
nearest matrices that have λ ∈ C as a multiple eigenvalue with respect to the 2-norm. Further,
this work has been extended for two distinct prescribed numbers, and the nearest matrix has
been obtained that contains these prescribed numbers in its spectrum; see [8, 13, 17]. For a
given n-by-n matrix, the above work has been extended for k (k ≤ n) prescribed eigenvalues
by Lippert [14] and Kokabifar et al. [10]. For the matrix polynomial setup, E. Kokabifara
et al. [11] have extended the above idea to k specified distinct eigenvalues and provided the
backward error and the minimum perturbed matrix polynomial for the unstructured case.
Similar to the backward error of eigenvalues, different authors have developed the backward
error analysis of a single approximate eigenpair for unstructured as well as structured matrix
pencils and matrix polynomials; see [1, 4, 5, 2, 12, 19].

For the matrix case, Tisseur [21] has extended the backward error results from one
specified eigenpair to more specified eigenpairs. The author has obtained the backward
error formula for Hermitian, skew-Hermitian, complex symmetric, complex skew-symmetric
and doubly structured matrices using [20, Lemma 1.4] and [21, Lemma 2.4], along with
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the “W-trick”1. Tisseur has investigated the structured backward error analysis by imposing
appropriate conditions on approximate eigenpairs, for example, while computing the backward
error result for Hermitian matrices, the author has assumed that the columns of Xk, the
approximate eigenvectors matrix, are orthonormal. This condition seems to be natural as we
always get a set of orthonormal vectors for a given Hermitian matrix. Similar to the Hermitian
case, the author has imposed two natural conditions during the backward error analysis of
Hermitian unitary matrices: the first one is the orthonormality condition on Xk, and the
second one is the approximate eigenvalues matrix Λk = diag(±1). In the same manner, we
will discuss natural conditions on the given approximate eigenpairs to perform the backward
error analysis. Next, in [7] Chu and Golub have studied the backward error analysis of one or
more approximate eigenpairs for unstructured nonsquare matrix pencils when the approximate
eigenvalues are distinct and the eigenvectors are linearly independent. Though they considered
one or more eigenpairs and obtained the unstructured backward error, results of the backward
error analysis of more than one approximate eigenpairs for structured matrix pencils are still
unanswered.

The above discussion on the backward error analysis of approximate eigenvalues/eigenpairs
for unstructured/structured matrices, matrix pencils, and matrix polynomials leads to a natural
question: what will be the cumulative backward error of two approximate eigenpairs of a given
matrix pencil? Before finding the answer to this question, we want to emphasize the point
that whenever the author in [21] has imposed a condition on Xk or Λk to obtain the structured
backward error formula, that condition seems to be a natural one for that particular structure.
In a similar manner to answer the above-raised question, we will find out natural condition(s)
on approximate eigenpairs under which we can obtain the backward error results for a large
class of matrix pencils.

To understand the natural condition, we recall one important result: if an eigenvalue of a
matrix pencil is repeating but semisimple, we always get a set of orthonormal eigenvectors
corresponding to that eigenvalue; see Lemma 2.5 for more information. Using this result, we
obtain the backward error formula for two approximate eigenpairs of a semisimple eigenvalue
with multiplicity two. Here we add that a generic situation for a multiple eigenvalue is a
double eigenvalue; see, for example, [16]. For obtaining backward error results, we adopt
and extend the technique of [1, 4, 5]. This technique is based on the orthonormal properties
of approximate eigenvectors. In general, we can not get orthonormal vectors corresponding
to distinct eigenvalues, hence the question of finding the structured backward error of two
approximate eigenpairs is still open when the eigenvalues are distinct or defective. Though
in this paper, we obtain structured backward error results for the matrix pencil setup, one
can also derive the results of [21] for Hermitian, skew-Hermitian, real symmetric, and real
skew-symmetric matrices for the semisimple case by using our technique. In this manuscript,
we answer the above raised question for structured as well as unstructured matrix pencils. We
work with T -symmetric/T -skew-symmetric, Hermitian/skew-Hermitian, T -even/T -odd, and
H-even/H-odd matrix pencils; see [6, 9, 18, 24] for more on structured matrix pencils and
matrix polynomials.

Let L(Cn×n) be the space of matrix pencils, and let L ∈ L(Cn×n) be of the form L(α) :=
α0A0 + α1A1, where A0, A1 ∈ Cn×n, α = (α0, α1) ∈ C2. Suppose that (λ, x1) and (λ, x2)
are two approximate eigenpairs of L, where λ ∈ C2 \ {(0, 0)} and 0 6= xi ∈ Cn, i = 1, 2. In
this work, we find the nearest δL ∈ L(Cn×n) of the form δL(α) := α0δA0 + α1δA1, where
δA0, δA1 ∈ Cn×n are such that two approximate eigenpairs (λ, x1) and (λ, x2) become the
exact eigenpairs of L+ δL. We use the Frobenius norm to investigate the structured backward
error analysis. Results are developed in such a way that T-symmetric/T-skew-symmetric cases

1See [21, Section 3.2] for more information on the W-trick.
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are presented in a single framework. Similarly, Hermitian/skew-Hermitian, T-even/T-odd, and
H-even/H-odd cases are also presented in a single framework. Further, we find relationships
between the backward error of a single approximate eigenpair, the backward error of two
approximate eigenpairs for a semisimple eigenvalue with multiplicity two, and the structured
backward error of two approximate eigenpairs for a semisimple eigenvalue with multiplicity
two.

This paper is organized as follows. In Section 2, we provide notation and preliminary
results. We generalize the definition of a single approximate eigenpair to more than one
approximate eigenpairs for structured and unstructured matrix pencils. Section 3 deals with
the backward error analysis of T -symmetric/ T -skew-symmetric matrix pencils. A relationship
between existing and developed backward errors is also discussed in that section. In Section 4,
we obtain the backward error result for unstructured matrix pencils. We also establish a
relationship between structured and unstructured backward errors. Similarly, in Section 5,
we discuss the perturbation analysis of Hermitian/skew-Hermitian matrix pencils. Further,
backward error results for the H-even/H-odd and T-even/T-odd cases are discussed in Sections 6
and 7, respectively. At the end of Section 7, we present a table summarizing the various
relations between unstructured and structured backward errors of a single and two approximate
eigenpairs. We illustrate our theory by an example in Section 8, and the conclusions are given
in Section 9.

2. Notation and preliminaries. Let R and C be the sets of real and complex numbers,
respectively. Throughout this paper, Cn×m is the set of all n ×m complex matrices. For
A ∈ Cn×m, AT and AH denote the transpose and conjugate transpose of A, respectively.
The Frobenius norm of A ∈ Cn×m is defined as ‖A‖F :=

√
trace (AHA). For x1, x2 ∈ Cn,

define

Px1:x2
:= (I − x1xH1 − x2xH2 ), P cx1

:= (I − x2xH2 ), P cx2
:= (I − x1xH1 ).

For x ∈ Cn, x denotes the conjugate of x. For z ∈ C, the real and imaginary parts of z are
denoted by <(z) and =(z), respectively. Let L(Cn×n) be the space of matrix pencils. Then a
homogeneous matrix pencil L ∈ L(Cn×n) is defined as :

L(α) := α0A0 + α1A1, A0, A1 ∈ Cn×n, α = (α0, α1) ∈ C2.(2.1)

Finding λ = (λ0, λ1) ∈ C2 \ {(0, 0)}, 0 6= x ∈ Cn, such that L(λ)x = 0, is called the
generalized eigenvalue problem, λ is called an eigenvalue of (2.1), and x is the corresponding
right eigenvector. If 0 6= y ∈ Cn such that yHL(λ) = 0, then y is called the left eigenvector
corresponding to λ. We denote the matrix pencil defined in (2.1) by L, and (λ, x) is called an
eigenpair of L. We define

|||L|||F := ‖(‖A0‖F , ‖A1‖F )‖2 = (‖A0‖2F + ‖A1‖2F )1/2,

where ‖.‖F denotes the Frobenius norm on Cn×n, and ‖.‖2 denotes the 2-norm on Cn.
Non-homogeneous matrix pencils can be obtain by fixing α0 = 1 in (2.1).

DEFINITION 2.1. A matrix pencil L ∈ L(Cn×n) of the form (2.1) is said to be regular
if det(L(λ)) 6= 0 for some λ = (λ0, λ1) ∈ C2 \ {(0, 0)}. Otherwise, it is called a singular
matrix pencil.

We denote the spectrum of L by Λ(L), and it is given by

Λ(L) := {λ = (λ0, λ1) ∈ C2 \ {(0, 0)} : det(L(λ)) = 0}.

If (λ0, λ1) ∈ C2 \ {(0, 0)} is an eigenvalue of L, then (aλ0, aλ1) is another representation of
the eigenvalue (λ0, λ1) for any 0 6= a ∈ C. Hence for a given homogeneous L, we normalize
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(λ0, λ1) ∈ Λ(L) by |λ0|2 + |λ1|2 = 1 and consider Λ(L) is a subset of the unit sphere
S1 := {(λ0, λ1) ∈ C2 : |λ0|2 + |λ1|2 = 1}. By working in a homogeneous setup, one can
handle the infinity eigenvalue together with the finite eigenvalue; see [3] for more details on
homogeneous eigenvalue problems. Throughout this paper, we consider regular matrix pencils
for the establishment of our results.

DEFINITION 2.2. The algebraic multiplicity (A.M.) of an eigenvalue λ = (λ0, λ1) ∈
Λ(L) is its multiplicity as a zero of the characteristic polynomial det(L(λ)). The geometric
multiplicity (G.M.) of an eigenvalue (λ0, λ1) ∈ Λ(L) is defined as the dimension of the
subspace ker(L(λ)). An eigenvalue is said to be semisimple if its algebraic multiplicity is
equal to its geometric multiplicity; see [23] for more details on semisimple eigenvalues.

Let L be a matrix pencil of the form (2.1), and let λ = (λ0, λ1) ∈ C2 \ {(0, 0)} be its
eigenvalue. Then λ is said to be a double eigenvalue if its algebraic multiplicity is two. We
will consider a double-semisimple eigenvalue for the backward error analysis since a generic
situation for a multiple eigenvalue is a double eigenvalue; see [16, 22] for more information
on double-semisimple eigenvalues. We work with structured matrix pencils of the form (2.1).
These structured matrix pencils are defined in Table 2.1 based on the properties of the matrices
A0, A1 ∈ Cn×n.

TABLE 2.1
Different structured matrix pencils

S Matrix structure
T -symmetric A0 = AT0 , A1 = AT1
T -skew-symmetric A0 = −AT0 , A1 = −AT1
Hermitian A0 = AH0 , A1 = AH1
skew-Hermitian A0 = −AH0 , A1 = −AH1
T -even A0 = AT0 , A1 = −AT1
T -odd A0 = −AT0 , A1 = AT1
H-even A0 = AH0 , A1 = −AH1
H-odd A0 = −AH0 , A1 = AH1

In the following, we extend the backward error defined for a single approximate eigenpair
to the case of two approximate eigenpairs; the backward error analysis for a single approximate
eigenpair has been discussed in [1].

DEFINITION 2.3. Let L be a matrix pencil of the form (2.1). Let (λ, x1) and (λ, x2)
be two approximate eigenpairs of L, where λ ∈ C2 \ {(0, 0)} and 0 6= x1, x2 ∈ Cn. Then
the unstructured and structured backward errors of two approximate eigenpairs (λ, x1) and
(λ, x2) are defined by

ηF (λ, x1, x2,L) := inf{|||δL|||F | (L(λ) + δL(λ))xi = 0, for i = 1, 2},
ηSF (λ, x1, x2,L) := inf{|||δL|||F | δL ∈ S, (L(λ) + δL(λ))xi = 0, for i = 1, 2},

respectively. Here δL is a matrix pencil of the form (2.1) with δL(α) = α0δA0 + α1δA1,
where δA0, δA1 ∈ Cn×n, |||δL|||F :=

√
‖δA0‖2F + ‖δA1‖2F , and

S ∈
{
T -symmetric, T -skew-symmetric,Hermitian, skew-Hermitian,

T -even, T -odd, H-even, H-odd
}
.

Now we recall some results useful in this paper.
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REMARK 2.4. The eigenvectors corresponding to a double-semisimple eigenvalue of a
matrix pencil L, are not uniquely determined. Using this information, we will establish the
following lemma.

LEMMA 2.5. Suppose that p = (p0, p1) ∈ C2\{(0, 0)} is a double-semisimple eigenvalue
of a matrix pencil L. Then there exist two orthonormal vectors y1, y2 ∈ Cn, such that
L(p)yi = 0, for i = 1, 2. In particular, every double-semisimple eigenvalue p of L has two
orthonormal eigenvectors.

Proof. Let (p0, p1) be a double-semisimple eigenvalue of L. This implies that its algebraic
and geometric multiplicity will be two; hence there exist two linearly independent eigenvectors
z1, z2 ∈ Cn, such that L(p)zi = 0, for i = 1, 2. By the Gram-Schmidt process, we can set
y1 = z1 and y2 = z2 − γz1, where γ =

zH1 z2
zH1 z1

∈ C. We can easily see that L(p)yi = 0, and
y1, y2 are orthogonal, and in particular orthonormal.

The above lemma guarantees that for a double-semisimple eigenvalue, we always have
two orthonormal eigenvectors.

REMARK 2.6. Using the Gram-Schmidt process, we can extend the above lemma for a
semisimple eigenvalue with algebraic multiplicity more than two.

After recalling these preliminary results, we establish in the following section backward
error results for two eigenpairs of a double-semisimple eigenvalue.

REMARK 2.7. Since we are interested in this article in finding the backward error of
two approximate eigenpairs of a double-semisimple eigenvalue, in light of Lemma 2.5, from
now on we will take the orthonormal eigenvectors corresponding to a double-semisimple
eigenvalue.

3. Backward error for T -symmetric/T -skew-symmetric matrix pencils. In this sec-
tion, we present the structured backward error analysis of two approximate eigenpairs of a
double-semisimple eigenvalue for T -symmetric/T -skew-symmetric matrix pencils. We start
this section with the following existence theorem. Throughout this section, ε = 1 represents a
T -symmetric matrix pencil and ε = −1 represents a T -skew-symmetric matrix pencil.

THEOREM 3.1. Let L ∈ L(Cn×n) be a T -symmetric/ T -skew-symmetric homogeneous
matrix pencil of the form (2.1). Let (λ, x1) and (λ, x2) be two approximate eigenpairs of L,
where λ = (λ0, λ1) ∈ C2 \ {(0, 0)} is a double-semisimple eigenvalue and x1, x2 ∈ Cn are
orthonormal vectors. Set ki := −L(λ)xi, for i = 1, 2, and define

δA0 =

2∑
i=1

λ0
kix

H
i + εxik

T
i Px1:x2

H2
2 (λ)

and δA1 =

2∑
i=1

λ1
kix

H
i + εxik

T
i Px1:x2

H2
2 (λ)

,

whereH2(λ) = (|λ0|2+ |λ1|2)1/2. Then there exists a T -symmetric/T -skew-symmetric matrix
pencil δL ∈ L(Cn×n) of the form δL(α) = α0δA0+α1δA1, such that (L(λ)+δL(λ))xi = 0,
for i = 1, 2.

Proof. The proof follows from some simple calculations.
LEMMA 3.2. Let L ∈ L(Cn×n) be a T -symmetric/ T -skew-symmetric homogeneous

matrix pencil of the form (2.1). Let (λ, x1) and (λ, x2) be two approximate eigenpairs of L,
where λ = (λ0, λ1) ∈ C2 \ {(0, 0)} is a double-semisimple eigenvalue and x1, x2 ∈ Cn are
orthonormal vectors. Set ki := −L(λ)xi, for i = 1, 2. Then the following equality holds for
t = 1, 2,

(xT1 k2)(εx2x
H
1 + x1x

H
2 )xt =

2∑
j=1,j 6=t

xjx
T
j kt.
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Proof. The proof follows, with some simple calculations, from the fact that εxT1 k2 =
xT2 k1.

Next, we establish the main result of this section.
THEOREM 3.3. Let L ∈ L(Cn×n) be a T -symmetric/ T -skew-symmetric homogeneous

matrix pencil of the form (2.1). Let (λ, x1) and (λ, x2) be two approximate eigenpairs of L,
where λ = (λ0, λ1) ∈ C2 \ {(0, 0)} is a double-semisimple eigenvalue and x1, x2 ∈ Cn are
orthonormal vectors. Set ki := −L(λ)xi, for i = 1, 2. Then there exists a T -symmetric/ T -
skew-symmetric δL of the form δL(α) = α0δA0 + α1δA1, such that (L(λ) + δL(λ))xi = 0.
The perturbation matrices are given by

δA0 =

2∑
i=1

(λ0
P
c

xikix
H
i + εxik

T
i Px1:x2

H2
2 (λ)

) +
λ0(xT1 k2)(εx2x

H
1 + x1x

H
2 )

H2
2 (λ)

,

δA1 =

2∑
i=1

(λ1
P
c

xikix
H
i + εxik

T
i Px1:x2

H2
2 (λ)

) +
λ1(xT1 k2)(εx2x

H
1 + x1x

H
2 )

H2
2 (λ)

.

The backward error is given by

(ηSF (λ, x1, x2,L))2 =

2∑
i=1

(
2‖ki‖22 −

(1+ε)
2 |x

T
i ki|2

H2
2 (λ)

)− 2
|xT2 k1|2

H2
2 (λ)

.

Proof. From Theorem 3.1, there exists a T -symmetric/T -skew-symmetric δL of the form
δL(α) = α0δA0 + α1δA1, such that L(λ)xi + δL(λ)xi = 0, for i = 1, 2. To construct δAj ,
j = 0, 1, such that δAj = εδATj , we consider

(3.1) δ̃Aj = UT δAjU =

[ 2 n−2

2 δ̂Aj εδBj
T

n−2 δBj δDj

]
,

where

δ̂Aj =

[
(1+ε)

2 δaj,11 εδaj,12
δaj,12

(1+ε)
2 δaj,22

]
, δBj =

[
bj1 bj2

]
, δDj = εδDj

T ,

for j = 0, 1, and U ∈ Cn×n is a unitary matrix such that U =
[
V1 V2

]
with V1 =

[
x1 x2

]
∈ Cn×2.

We need to construct δL, such that (L(λ) + δL(λ))xi = 0, for i = 1, 2. Since it is given
that ki = −L(λ)xi, we get ki = δL(λ)xi. From (3.1), we get δ̃L(λ) = UT δL(λ)U. Using
the properties of U, we get δ̃L(λ)UHxi = UT δL(λ)xi = UT ki. This implies

λ0

[
δ̂A0 εδBT0
δB0 δD0

] [
ei
0

]
+ λ1

[
δ̂A1 εδBT1
δB1 δD1

] [
ei
0

]
=

[
V T1 ki
V T2 ki

]
,

and further simplification gives

(3.2)
[
(λ0δ̂A0 + λ1δ̂A1)ei
(λ0δB0 + λ1δB1)ei

]
=

[
V T1 ki
V T2 ki

]
,

where ei ∈ C2 is a vector having 1 at the ith position and 0 elsewhere. From (3.2), we get the
following equations

(1 + ε)

2
λ0δa0,ii +

(1 + ε)

2
λ1δa1,ii = xTi ki, i = 1, 2,(3.3)

λ0b0i + λ1b1i = V T2 ki, i = 1, 2.(3.4)
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The minimum norm solutions of (3.3) and (3.4) are given by

δa0,ii =
(1 + ε)

2

λ0
H2

2 (λ)
xTi ki, δa1,ii =

(1 + ε)

2

λ1
H2

2 (λ)
xTi ki,

b0i =
λ0

H2
2 (λ)

V T2 ki, b1i =
λ1

H2
2 (λ)

V T2 ki.

By (3.2), we get two more equations

λ0δa0,12 + λ1δa1,12 = xT2 k1,(3.5)
λ0δa0,12 + λ1δa1,12 = εxT1 k2.(3.6)

Since Aj = εATj , for j = 0, 1, we obtain εxT1 k2 = xT2 k1; hence equations (3.5) and (3.6) are

identical. The minimum norm solution of (3.6) is given by δa0,12 = ελ0

H2
2 (λ)

xT1 k2, δa1,12 =

ελ1

H2
2 (λ)

xT1 k2. Substituting back all the obtained entries into (3.1), we get

(3.7) δAj = U


(1+ε)

2
λj

H2
2 (λ)

xT1 k1
λj

H2
2 (λ)

xT1 k2 ε
λj

H2
2 (λ)

(V T2 k1)T

ελj
H2

2 (λ)
xT1 k2

(1+ε)
2

λj
H2

2 (λ)
xT2 k2 ε

λj
H2

2 (λ)
(V T2 k2)T

λj
H2

2 (λ)
V T2 k1

λj
H2

2 (λ)
V T2 k2 δDj

UH .
Further simplifying (3.7) and setting δDj = 0, we get the desired structured perturbation

matrices δA0 and δA1 whose Frobenius norms are minimal. For i = 1, 2, we need to show
that ((L(λ) + δL(λ))xi = 0. Consider

(L(λ) + δL(λ))xi = L(λ)xi + δL(λ)xi = −ki + λ0δA0xi + λ1δA1xi

= −ki + P
c

xiki + (xT1 k2)(εx2x
H
1 + x1x

H
2 )xi.

Using Lemma 3.2, we get (L(λ) + δL(λ))xi = −ki + P
c

xiki +
∑2
j=1,j 6=i xjx

T
j ki = 0.

Since the Frobenius norms of δA0 and δA1 are minimal, we find that

(ηSF (λ, x1, x2,L))2 = ‖δA0‖2F + ‖δA1‖2F ,

where

‖δA0‖2F + ‖δA1‖2F =

1∑
j=0

‖δ̂Aj‖2F + (1 + ε2)‖δBj‖2F

=

1∑
j=0

‖δ̂Aj‖2F + 2‖δBj‖2F =

2∑
i=1

(1 + ε)

2

|xTi ki|2

H2
2 (λ)

+ 2
|xT1 k2|2

H2
2 (λ)

+ 2
‖V T2 ki‖2

H2
2 (λi)

.

Since ‖V T2 ki‖2 = ‖ki‖2 − |xT1 ki|2 − |xT2 ki|2 and using Remark 3.6, we get

(ηSF (λ, x1, x2,L))2 =

2∑
i=1

(
2‖ki‖22 −

(1+ε)
2 |x

T
i ki|2

H2
2 (λ)

)− 2
|xT2 k1|2

H2
2 (λ)

.

REMARK 3.4. Results for non-homogeneous matrix pencils can be obtained by fixing
λ0 = 1 in Theorem 3.3.

REMARK 3.5. By extending {x1, x2} to a basis of Cn, we get another (n− 2) linearly
independent vectors {x3, . . . , xn}. Then using the Gram-Schmidt process for {x1, . . . , xn},
we obtain the desired V2 ∈ Cn×(n−2).
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REMARK 3.6. For ε = 1,−1, we have εxT1 k2 = xT2 k1, and |εxT1 k2|2 = |xT1 k2|2 =
|xT2 k1|2.

COROLLARY 3.7. Let L be a non-homogeneous T -symmetric/T -skew-symmetric non-
homogeneous matrix pencil of the form L(γ) = A0 + γA1. Let (µ, x1) and (µ, x2) be two
approximate eigenpairs, such that µ ∈ C is a double-semisimple eigenvalue and x1, x2 ∈ Cn
are orthonormal vectors. Set ki := −L(µ)xi, for i = 1, 2. Then the following holds:

(ηSF (µ, x1, x2,L)) ≤
√
ηSF (µ, x1,L)2 + ηSF (µ, x2,L)2.

Proof. For the T -symmetric case, by substituting λ0 = 1, λ1 = µ, and ε = 1 in
Theorem 3.3, we get the following relation:

(3.8) (ηSF (µ, x1, x2,L))2 =

2∑
i=1

(
2‖ki‖22 − |xTi ki|2

(1 + |µ|2)
)− 2

|xT2 k1|2

(1 + |µ|2)
.

From [1, Theorem 3.1], we have

(3.9) (ηSF (µ, xi,L))2 =
2‖ki‖22 − |xTi ki|2

(1 + |µ|2)
, i = 1, 2.

By substituting equation (3.9) in (3.8), we get

(ηSF (µ, x1, x2,L))2 =

2∑
i=1

(
ηSF (µ, xi,L)

)2 − 2
|xT2 k1|2

(1 + |µ|2)
.

Since
|xT2 k1|2

(1 + |µ|2)
≥ 0, we get the desired result.

REMARK 3.8. The result for the T -skew-symmetric case can be obtained in a similar
manner by using ε = −1 and [1, Theorem 3.2].

Next, we present the backward error analysis for unstructured matrix pencils, and by that
analysis, we will establish a relationship between structured and unstructured backward errors.

4. Backward error analysis for unstructured matrix pencils. In this section, we de-
rive the backward error formula for two approximate eigenpairs of a double-semisimple
eigenvalue without imposing any structure on the matrix pencils. We start this section with
the following theorem, which guarantees that there always exists a matrix pencil for two
approximate eigenpairs of a double-semisimple eigenvalue.

THEOREM 4.1. Let L ∈ L(Cn×n) be a matrix pencil of the form (2.1). Let (λ, x1)
and (λ, x2) be two approximate eigenpairs of L, where λ = (λ0, λ1) ∈ C2 \ {(0, 0)} is a
double-semisimple eigenvalue and x1, x2 ∈ Cn are orthonormal vectors. Set ki := −L(λ)xi,
for i = 1, 2, and define

δA0 =

2∑
i=1

λ0
kix

H
i + xix

T
i Px1:x2

H2
2 (λ)

and δA1 =

2∑
i=1

λ1
kix

H
i + xix

T
i Px1:x2

H2
2 (λ)

,

where H2(λ) = (|λ0|2 + |λ1|2)1/2. Then there exists a matrix pencil δL ∈ L(Cn×n) of the
form δL(α) = α0δA0 + α1δA1, such that (L(λ) + δL(λ))xi = 0, for i = 1, 2.

Proof. The proof follows from some simple calculations.
Now we present the main result of this section.
THEOREM 4.2. Let L ∈ L(Cn×n) be a homogeneous matrix pencil of the form (2.1). Let

(λ, x1) and (λ, x2) be two approximate eigenpairs of L, where λ = (λ0, λ1) ∈ C2 \ {(0, 0)}
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is a double-semisimple eigenvalue and x1, x2 ∈ Cn are orthonormal vectors. Set ki :=
−L(λ)xi, for i = 1, 2. Then there exists a matrix pencil δL of the form δL(α) = α0δA0 +
α1δA1, such that (L(λ) + δL(λ))xi = 0. The perturbation matrices are given by

δA0 =

2∑
i=1

λ0kix
H
i

H2
2 (λ)

, δA1 =

2∑
i=1

λ1kix
H
i

H2
2 (λ)

.

The unstructured backward error is given by

(ηF (λ, x1, x2,L))2 =

2∑
i=1

‖ki‖22
H2

2 (λ)
.

Proof. From Theorem 4.1, there always exists a matrix pencil δL of the form δL(α) =
α0δA0+α1δA1, such that L(λ)xi+δL(λ)xi = 0, for i = 1, 2. To construct δAj for j = 0, 1,
we consider

(4.1) δ̃Aj = UT δAjU =

[ 2 n−2

2 δ̂Aj δCj
T

n−2 δBj δDj

]
,

where

δ̂Aj =

[
δaj,11 δaj,12
δaj,21 δaj,22

]
, δBj =

[
bj1 bj2

]
, δCj =

[
cj1 cj2

]
,

for j = 0, 1, and U ∈ Cn×n is a unitary matrix such that U =
[
V1 V2

]
with V1 =

[
x1 x2

]
∈ Cn×2. Since we need to construct δL, such that (L(λ) + δL(λ))xi = 0, we get ki =

δL(λ)xi, for i = 1, 2. From δ̃L(λ) = UT δL(λ)U, we have δ̃L(λ)UHxi = UT δL(λ)xi =
UT ki. This implies

λ0

[
δ̂A0 δCT0
δB0 δD0

] [
ei
0

]
+ λ1

[
δ̂A1 δCT1
δB1 δD1

] [
ei
0

]
=

[
V T1 ki
V T2 ki

]
,

and further simplifications give

(4.2)
[
(λ0δ̂A0 + λ1δ̂A1)ei
(λ0δB0 + λ1δB1)ei

]
=

[
V T1 ki
V T2 ki

]
,

where ei ∈ C2 is a vector having 1 at ith position and 0 elsewhere. From (4.2), we get the
following equations

λ0δa0,ii + λ1δa1,ii = xTi ki, i = 1, 2,(4.3)
λ0b0i + λ1b1i = V T2 ki, i = 1, 2.(4.4)

The minimum norm solutions of (4.3) and (4.4) are given by

δa0,ii =
λ0

H2
2 (λ)

xTi ki, δa1,ii =
λ1

H2
2 (λ)

xTi ki, b0i =
λ0

H2
2 (λ)

V T2 ki, b1i =
λ1

H2
2 (λ)

V T2 ki.

Further from (4.2), we get the following two equations:

λ0δa0,21 + λ1δa1,21 = xT2 k1,(4.5)
λ0δa0,12 + λ1δa1,12 = xT1 k2.(4.6)
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The minimum norm solutions of (4.5) and (4.6) are given by

δa0,21 =
λ0

H2
2 (λ)

xT2 k1, δa1,21 =
λ1

H2
2 (λ)

xT2 k1,

δa0,12 =
λ0

H2
2 (λ)

xT1 k2, δa1,12 =
λ1

H2
2 (λ)

xT1 k2.

Similar to the T -symmetric/T -skew-symmetric cases, substituting back all these obtained
entries into (4.1) along with δD1 = δD2 = 0, and δC1 = δC2 = 0, we get the desired
perturbation matrices with minimal Frobenius norms. Similar to Theorem 3.3, we can obtain
the backward error for the unstructured case, which is given by

ηF (λ, x1, x2,L) =

√√√√ 2∑
i=1

‖ki‖22
H2

2 (λ)
.

After establishing the unstructured backward error formula for two approximate eigen-
pairs, we now establish a relationship between unstructured and T -symmetric/T -skew-symmetric
backward errors.

COROLLARY 4.3. Let L ∈ L(Cn×n) be a T -symmetric/ T -skew-symmetric matrix
pencil of the form (2.1). Let (λ, x1) and (λ, x2) be two approximate eigenpairs of L, where
x1, x2 ∈ Cn are orthonormal vectors and λ = (λ0, λ1) ∈ C2\{(0, 0)} is a double-semisimple
eigenvalue. Then the following holds:

(ηSF (λ, x1, x2,L)) ≤
√

2 (ηF (λ, x1, x2,L)).

Proof. From Theorem 3.3, we get (ηSF (λ, x1, x2,L))2 ≤
∑2
i=1

2‖ki‖22
H2

2 (λ)
. Also using Theo-

rem 4.2, we have (ηF (λ, x1, x2,L))2 =

2∑
i=1

‖ki‖22
H2

2 (λ)
. Hence we get

(ηSF (λ, x1, x2,L)) ≤
√

2 (ηF (λ, x1, x2,L)).

Now we present a relationship between the backward error of a single eigenpair and the
backward error of two approximate eigenpairs of a double-semisimple eigenvalue.

COROLLARY 4.4. Let (µ, x1) and (µ, x2) be two approximate eigenpairs, such that
µ ∈ C is a double-semisimple eigenvalue of a non-homogeneous matrix pencil L of the form
L(γ) = A0 + γA1. Set ki := −L(µ)xi, where xi ∈ Cn, for i = 1, 2. Then the following
holds:

ηF (µ, x1, x2,L) =
√
η2F (µ, x1,L) + η2F (µ, x2,L).

Proof. By substituting λ0 = 1 and λ1 = µ in Theorem 4.2, we get

ηF (µ, x1, x2,L) =

√√√√ 2∑
i=1

‖ki‖22
(1 + |µ|2)

.

On the other hand, by [1], we have ηF (µ, xi,L) = ‖ki‖
(1+|µ|2)1/2 , for i = 1, 2. Combining these

two results, we get ηF (µ, x1, x2,L) =
√
η2F (µ, x1,L) + η2F (µ, x2,L).

REMARK 4.5. For T -symmetric/ T -skew-symmetric matrix pencils, a relation between
the unstructured backward error of a single approximate eigenpair and the structured backward
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error of two approximate eigenpairs of a double-semisimple eigenvalue can be established by
using Corollary 4.4 and Corollary 4.3.

REMARK 4.6. From now onwards, we will not invoke the existence theorem separately
as we did for the T -symmetric/T -skew-symmetric and the unstructured cases in Theorem 3.1
and Theorem 4.1, respectively, because the construction of δA0 and δA1 in each case itself
guarantees the existence of the required structured matrix pencil.

5. Backward error analysis for Hermitian/skew-Hermitian matrix pencils. This sec-
tion deals with the backward error analysis of Hermitian and skew-Hermitian matrix pencils.
First, we state and prove the main result of this section. Then we establish a relationship
between the backward error of a single approximate eigenpair and the backward error of two
approximate eigenpairs of a double-semisimple eigenvalue. Before moving to the main result
of this section, we now present an important lemma as follows.

LEMMA 5.1. Let L be a Hermitian/skew-Hermitian matrix pencil of the form (2.1). Let
λ = (λ0, λ1) ∈ C2\{(0, 0)} be a double-semisimple eigenvalue of L satisfying=(λ0λ1) 6= 0,
i.e., L(λ0, λ1)yi = 0, for i = 1, 2, where y1, y2 ∈ Cn are the eigenvectors corresponding to
λ. Then yH1 Ajy1 = 0, yH2 Ajy2 = 0, for j = 0, 1.

Proof. Let λ be a double-semisimple eigenvalue of L, i.e., (λ0A0 + λ1A1)yi = 0, for
i = 1, 2. This gives yHi (λ0A0 + λ1A1)yi = 0. Using the fact that Aj = εAHj , for j = 0, 1,

we get yHi (λ0A0 + λ1A1)yi = 0 and yHi (λ0A0 + λ1A1)yi = 0. Solving these two equations
along with =(λ0λ1) 6= 0, we obtain the desired result.

Throughout this section, ε = 1 represents the Hermitian case and ε = −1 represents the
skew-Hermitian case.

REMARK 5.2. For ε = −1, we have
√
ε =
√
−1 = ι, an imaginary number.

REMARK 5.3. Let L ∈ L(Cn×n) be a Hermitian/ skew-Hermitian homogeneous matrix
pencil of the form (2.1). Suppose that (λ, x1) and (λ, x2) are two approximate eigenpairs
of L, with λ = (λ0, λ1) ∈ C2 \ {(0, 0)} being a double-semisimple eigenvalue, such that
=(λ0λ1) = 0 and x1, x2 ∈ Cn are orthonormal vectors. Set ki := −L(λ)xi, for i = 1, 2.

Then λjεxH2 k1 = λjx
H
1 k2, for j = 0, 1, and |εxH2 k1|2 = |xH1 k2|2.

Now we state and prove the main result of this section.

THEOREM 5.4. Let L ∈ L(Cn×n) be a Hermitian/skew-Hermitian homogeneous matrix
pencil of the form (2.1). Suppose that (λ, x1) and (λ, x2) are two approximate eigenpairs of
L, where λ = (λ0, λ1) ∈ C2 \ {(0, 0)} is a double-semisimple eigenvalue and x1, x2 ∈ Cn
are orthonormal vectors. Set ki := −L(λ)xi, for i = 1, 2. Then there exists a Hermitian/
skew-Hermitian matrix pencil δL of the form δL(α) = α0δA0 + α1δA1, such that (L(λ) +
δL(λ))xi = 0. The perturbation matrices, for =(λ0λ1) = 0, are given by

δA0 =

2∑
i=1

λ0kix
H
i + ελ0xik

H
i Px1:x2

H2
2 (λ)

and δA1 =

2∑
i=1

λ1kix
H
i + ελ1xik

H
i Px1:x2

H2
2 (λ)

,

and the backward error is given by

(ηSF (λ, x1, x2,L))2 =

2∑
i=1

(
2‖ki‖22 − |xHi ki|2

H2
2 (λ)

)− 2
|xH2 k1|2

H2
2 (λ)

.
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The perturbation matrices, for =(λ0λ1) 6= 0, are given by

δA0 =

2∑
i=1

(−xixHi A0xix
H
i + λ0

Px1:x2
kix

H
i

H2
2 (λ)

+ ελ0
xik

H
i Px1:x2

H2
2 (λ)

)

+
x2(λ1x

H
2 k1 − ελ1xH1 k2)xH1
λ0λ1 − λ0λ1

+
x1(ελ1xH2 k1 − λ1xH1 k2)xH2

λ0λ1 − λ0λ1
,

δA1 =

2∑
i=1

(−xixHi A1xix
H
i + λ1

Px1:x2kix
H
i

H2
2 (λ)

+ ελ1
xik

H
i Px1:x2

H2
2 (λ)

)

+
x2(ελ0xH1 k2 − λ0xH2 k1)xH1

λ0λ1 − λ0λ1
+
x1(λ0x

H
1 k2 − ελ0xH2 k1)xH2
λ0λ1 − λ0λ1

.

In this case, the backward error is given by

(ηSF (λ, x1, x2,L))2 =

2∑
i=1

1∑
j=0

(|xHi Ajxi|2 + 2
‖ki‖22 − |xHi ki|2

H2
2 (λ)

)

− ε<((λ
2

0 + λ
2

1)(xH1 k2)(xH2 k1))

|=(λ0λ1)|2
+
|xH2 k1|2 + |xH1 k2|2

2|=(λ0λ1)|2H2
2 (λ)

(H4
2 (λ)− 4|=(λ0λ1)|2).

Proof. To construct δAj , for j = 0, 1, such that δAj = εδAHj , we consider

(5.1) δ̃Aj = UHδAjU =

[ 2 n−2

2 δ̂Aj εδBj
H

n−2 δBj δDj

]
,

where δ̂Aj =

[√
εδaj,11 δaj,12
εδaj,12

√
εδaj,22

]
with δaj,tt ∈ R, for t = 1, 2, δBj =

[
bj1 bj2

]
,

δDj = εδDj
H , for j = 0, 1, and U ∈ Cn×n being a unitary matrix such that U =

[
V1 V2

]
with V1 =

[
x1 x2

]
∈ Cn×2. Since we need to construct δL such that (L(λ)+δL(λ))xi = 0,

we get ki = δL(λ)xi, for i = 1, 2. From δ̃L(λ) = UHδL(λ)U , we have δ̃L(λ)UHxi =
UHδL(λ)xi = UHki. This implies

λ0

[
δ̂A0 εδBH0
δB0 δD1

] [
ei
0

]
+ λ1

[
δ̂A1 εδBH1
δB1 δD1

] [
ei
0

]
=

[
V H1 ki
V H2 ki

]
,

and further simplifications give

(5.2)
[
(λ0δ̂A0 + λ1δ̂A1)ei
(λ0δB0 + λ1δB1)ei

]
=

[
V H1 ki
V H2 ki

]
,

where ei ∈ C2 is a vector having 1 at ith position and 0 elsewhere. From (5.2), we get the
following four equations and one system of equation:

√
ελ0δa0,ii +

√
ελ1δa1,ii = xHi ki, i = 1, 2,(5.3)

λ0b0i + λ1b1i = V H2 ki, i = 1, 2,(5.4) [
λ0 λ1
λ0 λ1

] [
δa0,12
δa1,12

]
=

[
εxH2 k1
xH1 k2

]
.(5.5)
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The minimum norm solution of (5.4) is given by b0i = λ0

H2
2 (λ)

V H2 ki and b1i = λ1

H2
2 (λ)

V H2 ki.

Case 1: If =(λ0λ1) = 0, then the minimum norm solution of (5.3) is given by

δa0,ii =

√
ελ0

H2
2 (λ)

xHi ki, δa1,ii =

√
ελ1

H2
2 (λ)

xHi ki.

Since Aj = εAHj , for j = 0, 1, and =(λ0λ1) = 0, we get that the system (5.5) is consistent
by using Remark 5.3. The minimum norm solution of (5.5) is given by

δa0,12 =
ελ0
H2

2 (λ)
xH2 k1 and δa1,12 =

ελ1
H2

2 (λ)
xH2 k1.

Substituting back all these obtained entries in (5.1), we get

(5.6) δAj = U


λj

H2
2 (λ)

xH1 k1 ε
λj

H2
2 (λ)

xH2 k1 ε
λj

H2
2 (λ)

(V H2 k1)H

λj
H2

2 (λ)
xH2 k1

λj
H2

2 (λ)
xH2 k2 ε

λj
H2

2 (λ)
(V H2 k2)H

λj
H2

2 (λ)
V H2 k1

λj
H2

2 (λ)
V H2 k2 Dj

UH .
Further simplifying (5.6) and setting δDj = 0 along with Remark 5.3, we get the desired
perturbation matrices δA0, δA1 whose Frobenius norms are minimum.

Next we need to show (L(λ) + δL(λ))xi = 0, for i = 1, 2. Consider

(L(λ) + δL(λ))xi = L(λ)xi + δL(λ)xi = −ki + λ0δA0xi + λ1δA1xi = −ki + ki = 0.

Since the Frobenius norms of δA0 and δA1 are minimal, it follows that

(ηSF (λ, x1, x2,L))2 = ‖δA0‖2F + ‖δA1‖2F ,

where

‖δA0‖2F + ‖δA1‖2F =

1∑
j=0

‖δ̂Aj‖2F + 2‖δBj‖2F =

2∑
i=1

|xHi ki|2

H2
2 (λ)

+ 2
|xH2 k1|2

H2
2 (λ)

+ 2
‖V H2 ki‖2

H2
2 (λ)

.

Since ‖V H2 ki‖22 = ‖ki‖22 − |xH1 ki|2 − |xH2 ki|2 and using Remark 5.3, we get

(ηSF (λ, x1, x2,L))2 =

2∑
i=1

(
2‖ki‖22 − |xTi ki|2

H2
2 (λ)

)− 2
|xH2 k1|2

H2
2 (λ)

.

Case 2: If =(λ0λ1) 6= 0, then using Lemma 5.1, we get δa0,ii = −
√
εxHi A0xi,

δa1,ii = −
√
εxHi A1xi. When =(λ0λ1) 6= 0, i.e., λ0λ1 − λ0λ1 6= 0, the unique solution

of the system (5.5) is given by δa0,12 =
ελ1xH2 k1−λ1x

H
1 k2

λ0λ1−λ0λ1
and δa1,12 =

−ελ0xH2 k1+λ0x
H
1 k2

λ0λ1−λ0λ1
,

which is the minimum norm solution. Similar to Case 1, we get the desired perturbed matrices
by substituting back the obtained entries in (5.1). In this case

(ηSF (λ, x1, x2,L))2 = ‖δA0‖2F + ‖δA1‖2F ,

where

‖δA0‖2F + ‖δA1‖2F =

1∑
j=0

2∑
i=1

|xHi Ajxi|2 +

2∑
i=1

2‖ki‖2 − 2|xHi ki|2

H2
2 (λ)

+ 2
|ελ1xH2 k1 − λ1xH1 k2|2 + |λ0xH1 k2 − ελ0xH2 k1|2

|λ0λ1 − λ0λ1|2
− 2
|xH1 r2|2 + |xH2 r1|2

H2
2 (λ)

.
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Since

|ελ1xH2 k1 − λ1xH1 k2|2 + |λ0xH1 k2 − ελ0xH2 k1|2

|λ0λ1 − λ0λ1|2

= (H2
2 (λ)

|xH2 k1|2 + |xH1 k2|2

4|=(λ0λ1)|2
− ε<((λ

2

0 + λ
2

1)(xH1 k2)(xH2 k1))

2|=(λ0λ1)|2
),

we get

(ηSF (λ, x1, x2,L))2 =

2∑
i=1

1∑
j=0

(
|xHi Ajxi|2 + 2

‖ki‖22 − |xHi ki|2

H2
2 (λ)

)

− ε<((λ
2

0 + λ
2

1)(xH1 k2)(xH2 k1))

|=(λ0λ1)|2
+
|xH2 k1|2 + |xH1 k2|2

2|=(λ0λ1)|2H2
2 (λ)

(
H4

2 (λ)− 4|=(λ0λ1)|2
)
.

COROLLARY 5.5. Let L be a non-homogeneous Hermitian/skew-Hermitian matrix pencil
of the form (2.1). Let (µ, x1) and (µ, x2) be two approximate eigenpairs, where µ ∈ R is a
double-semisimple eigenvalue and x1, x2 ∈ Cn are orthonormal vectors. Set ki := −L(µ)xi.
Then the following inequality holds:

(ηSF (µ, x1, x2,L)) ≤
√
ηSF (µ, x1,L)2 + ηSF (µ, x2,L)2.

Proof. Substituting λ0 = 1, λ1 = µ in Theorem 5.4 and using [1, Theorem 3.6], we get
the desired backward error relation.

REMARK 5.6. Let (µ, x1) and (µ, x2) be two approximate eigenpairs of a non-homo-
geneous Hermitian/skew-Hermitian matrix pencil L, where µ ∈ C is a double-semisimple
eigenvalue and x1, x2 ∈ Cn are orthonormal eigenvectors. Then similar to Corollary 3.7,
substituting λ0 = 1, λ1 = µ in Theorem 5.4, and using [1, Theorem 3.6], we get

ηSF (µ, x1, x2,L) =
√

(ηSF (µ, x1,L))2 + (ηSF (µ, x2,L))2

=
√

2
√

(ηF (µ, x1,L))2 + (ηF (µ, x2,L))2,

when µ2 = −1. Further, using Corollary 4.4 in the above relation, we get

ηSF (µ, x1, x2,L) =
√

2(ηF (µ, x1, x2,L)),

when µ2 = −1. Note that for µ2 = −1, we have H4
2 (λ)− 4|=(λ0λ1)|2 = 0.

Similar to Hermitian/skew-Hermitian matrix pencils, next we present the backward error
analysis for H-even/H-odd matrix pencils.

6. Backward error analysis for H-even/H-odd matrix pencils. In this section, we
discuss the backward error analysis for H-even and H-odd matrix pencils. We start this
section with the following important lemma.

LEMMA 6.1. Let L be an H-even/H-odd matrix pencil of the form (2.1). Let λ =
(λ0, λ1) ∈ C2 \ {(0, 0)} be a double-semisimple eigenvalue of L satisfying <(λ0λ1) 6= 0, i.e.,
L(λ0, λ1)yi = 0, for i = 1, 2, where y1, y2 ∈ Cn are the eigenvectors corresponding to λ.
Then yH1 Ajy1 = 0, yH2 Ajy2 = 0, for j = 0, 1.

Proof. The proof follows similar to Lemma 5.1 by using the fact that A0 = εAH0 and
A1 = −εAH1 .

Throughout this section, ε = 1 represents the H-even case and ε = −1 represents the
H-odd case.
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REMARK 6.2. Let L ∈ L(Cn×n) be an H-even/ H-odd homogeneous matrix pencil of
the form (2.1). Suppose that (λ, x1) and (λ, x2) are two approximate eigenpairs of L, where
λ = (λ0, λ1) ∈ C2 \ {(0, 0)} is a double-semisimple eigenvalue such that <(λ0λ1) = 0 and
x1, x2 ∈ Cn are orthonormal vectors. Let ki := −L(λ)xi, for i = 1, 2. Then λ0εxH2 k1 =

λ0x
H
1 k2, λ1εx

H
2 k1 = −λ1xH1 k2, and |εxH2 k1|2 = |xH1 k2|2.

Now we state and prove the main result of this section.
THEOREM 6.3. Let L ∈ L(Cn×n) be a H-even/H-odd matrix pencil of the form (2.1). Let

(λ, x1) and (λ, x2) be two approximate eigenpairs of L, where x1, x2 ∈ Cn are orthonormal
vectors and λ = (λ0, λ1) ∈ C2 \ {(0, 0)} is a double-semisimple eigenvalue. Set ki =
−L(λ)xi, for i = 1, 2. Then there exists an H-even/H-odd matrix pencil δL of the form
δL(α) = α0δA0 + α1δA1, such that (L(λ) + δL(λ))xi = 0. The perturbation matrices, for
<(λ0λ1) = 0, are given by

δA0 =

2∑
i=1

λ0kix
H
i + ελ0xik

H
i Px1:x2

H2
2 (λ)

and δA1 =

2∑
i=1

λ1kix
H
i − ελ1xikHi Px1:x2

H2
2 (λ)

.

In this case, the backward error is given by

(ηSF (λ, x1, x2,L))2 =

2∑
i=1

(
2‖ki‖22 − |xTi ki|2

H2
2 (λ)

)− 2
|xH1 k2|2

H2
2 (λ)

.

The perturbation matrices, for <(λ0λ1) 6= 0, are given by

δA0 =

2∑
i=1

(−xixHi A0xix
H
i + λ0

Px1:x2kix
H
i

H2
2 (λ)

+ ελ0
xik

H
i Px1:x2

H2
2 (λ)

)

+
x2(λ1x

H
2 k1 + ελ1xH1 k2)xH1
λ0λ1 + λ0λ1

+
x1(ελ1xH2 k1 + λ1x

H
1 k2)xH2

λ0λ1 + λ0λ1
,

δA1 =

2∑
i=1

(−xixHi A1xix
H
i + λ1

Px1:x2
kix

H
i

H2
2 (λ)

− ελ1
xik

H
i Px1:x2

H2
2 (λ)

)

+
x2(λ0x

H
2 k1 − ελ0xH1 k2)xH1
λ0λ1 + λ0λ1

+
x1(λ0x

H
1 k2 − ελ0xH2 k1)xH2
λ0λ1 + λ0λ1

.

In this case, the backward error is given by

(ηSF (λ, x1, x2,L))2 =

2∑
i=1

1∑
j=0

(|xHi Ajxi|2 +
2‖ki‖22 − 2|xHi ki|2

H2
2 (λ)

)

+ ε
<((λ

2

1 − λ
2

0)(xH1 k2)(xH2 k1))

|<(λ0λ1)|2
+
|xH2 k1|2 + |xH1 k2|2

2|<(λ0λ1)|2H2
2 (λ)

(
H4

2 (λ)− 4|<(λ0λ1)|2
)
.

Proof. To construct δAj , for j = 0, 1, such that δA0 = εδAH0 and δA1 = −εδAH1 , we
consider

δ̃A0 = UHδA0U =

[ 2 n−2

2 δ̂A0 εδB0
H

n−2 δB0 δD0

]
,(6.1)

δ̃A1 = UHδA1U =

[ 2 n−2

2 δ̂A1 −εδB1
H

n−2 δB1 δD1

]
,(6.2)

http://etna.ricam.oeaw.ac.at
http://www.kent.edu
http://www.ricam.oeaw.ac.at


ETNA
Kent State University and

Johann Radon Institute (RICAM)

PERTURBATION ANALYSIS ON MATRIX PENCILS FOR TWO SPECIFIED EIGENPAIRS 385

where

δ̂A0 =

[√
εδa0,11 δa0,12
εδa0,12

√
εδa0,22

]
, δ̂A1 =

[√
−εδa1,11 δa1,12
−εδa1,12

√
−εδa1,22

]
,

δD0 = εδD0
H , δD1 = −εδD1

H , δBj =
[
bj1 bj2

]
,

for j = 0, 1, and U ∈ Cn×n is a unitary matrix such that U =
[
V1 V2

]
with V1 =

[
x1 x2

]
∈ Cn×2. Similar to Theorem 5.4, we get the following equations

√
ελ0δa0,ii +

√
−ελ1δa1,ii = xHi ki, i = 1, 2,(6.3)

λ0b0i + λ1b1i = V H2 ki, i = 1, 2,(6.4) [
λ0 −λ1
λ0 λ1

] [
δa0,12
δa1,12

]
=

[
εxH2 k1
xH1 k2

]
.(6.5)

The minimum norm solution of (6.4) is given by b0i = λ0

H2
2 (λ)

V H2 ki, b1i = λ1

H2
2 (λ)

V H2 ki. Next,
we have the following two cases.

Case 1: If <(λ0λ1) = 0, then the minimum norm solution of (6.3) is given by δa0,ii =
√
ελ0

H2
2 (λ)

xHi ki, δa1,ii =
√
−ελ1

H2
2 (λ)

xHi ki. Since A0 = εAH0 , A0 = −εAH0 and <(λ0λ1) = 0, we get
that the system (6.5) is consistent by using Remark 6.2. The minimum norm solution of (6.5) is
given by δa0,12 = ελ0

H2
2 (λ)

xH2 k1 and δa1,12 = −ελ1

H2
2 (λ)

xH2 k1. Substituting these obtained values
in (6.1) and (6.2), we get the desired perturbed matrices and backward error.

Case 2: If <(λ0λ1) 6= 0, then using Lemma 6.1, we get δa0,ii = −
√
εxHi A0xi, and

δa1,ii = −
√
−εxHi A1xi. Since <(λ0λ1) 6= 0, i.e., λ0λ1 + λ0λ1 6= 0, the unique solution of

the system (6.5) is given by

δa0,12 =
ελ1xH2 k1 + λ1x

H
1 k2

λ0λ1 + λ0λ1
, δa1,12 =

−ελ0xH2 k1 + λ0x
H
1 k2

λ0λ1 + λ0λ1
,

which is the minimum norm solution. Using these obtained values, we can get the desired
δA0, δA1 and the backward error in this case.

REMARK 6.4. Suppose (µ, x1) and (µ, x2) are two approximate eigenpairs of a non-
homogeneous H-even/H-odd matrix pencil L such that µ ∈ C is a double-semisimple eigen-
value and x1, x2 ∈ Cn are orthonormal vectors. Then similar to Corollary 3.7, substituting
λ0 = 1, λ1 = µ in Theorem 6.3, and using [1, Theorem 3.7], we get

(ηSF (µ, x1, x2,L))2 = (ηSF (µ, x1,L))2 + (ηSF (µ, x2,L))2

= 2((ηF (µ, x1,L))2 + (ηF (µ, x2,L))2),

for µ2 = 1. Further, using Corollary 4.4 in this obtained relation, we get

ηSF (µ, x1, x2,L) =
√

2(ηF (µ, x1, x2,L)),

when µ2 = 1. Note that for µ2 = 1, we have H4
2 (λ)− 4|<(λ0λ1)|2 = 0.

In the following section, we discuss the backward error analysis for T -even/T -odd matrix
pencils.

7. Backward error analysis for T -even/T -odd matrix pencils. In this section, we
state and prove the structured backward error theorem for T -even/T -odd matrix pencils. The
derivation of the theorem is similar to the previous section. Hence we discuss only those steps
which are unique for this section. We start this section with two important lemmas.

http://etna.ricam.oeaw.ac.at
http://www.kent.edu
http://www.ricam.oeaw.ac.at


ETNA
Kent State University and

Johann Radon Institute (RICAM)

386 S. S. AHMAD AND P. KANHYA

LEMMA 7.1. Suppose that λ = (λ0, λ1) ∈ C2 with λ0 6= 0, λ1 6= 0, and let ε = 1,−1.
Then the following equality holds:

1

G2
ε(λ)

− 1

H2(λ)
=
ε(|λ1|2 − |λ0|2)

G2
ε(λ)H2(λ)

,

where Gε(λ) =
√
|λ0|2(1+ε)+|λ1|2(1−ε)

2 and H2(λ) = (|λ0|2 + |λ1|2)1/2.

Proof. The proof follows from the definitions of Gε(λ) and H2(λ).
Throughout this section, ε = 1 and ε = −1 represent T -even and T -odd cases, respec-

tively.
LEMMA 7.2. Let L ∈ L(Cn×n) be a T -even/T -odd homogeneous matrix pencil of the

form (2.1). Suppose that (λ, x1) and (λ, x2) are two approximate eigenpairs of L, where
λ = (λ0, λ1) ∈ C2 \ {(0, 0)} is a double-semisimple eigenvalue and x1, x2 ∈ Cn are
orthonormal vectors. Set ki = −L(λ)xi, for i = 1, 2. Then the following equality holds for
t = 1, 2,

(

2∑
i=1

2∑
j=1,j 6=i

xjx
T
j kix

H
i )xt =

2∑
j=1,j 6=t

xjx
T
j kt.

Proof. The proof follows, with some simple calculations, from the fact that x1 and x2 are
orthonormal vectors.

REMARK 7.3. For λ0 = 0, we have xT2 k1 = −εxT1 k2, and for λ1 = 0 we have
xT2 k1 = εxT1 k2.

REMARK 7.4. We have (1 + ε)2/4 = (1 + ε)/2, for ε = 1,−1.
Now we present the main theorem of this section.
THEOREM 7.5. Let L ∈ L(Cn×n) be a T -even/ T -odd matrix pencil of the form (2.1). Let

(λ, x1) and (λ, x2) be two approximate eigenpairs of L, where x1, x2 ∈ Cn are orthonormal
vectors and λ = (λ0, λ1) ∈ C2 \ {(0, 0)} is a double-semisimple eigenvalue. Set ki :=
−L(λ)xi, for i = 1, 2. Then there exists a T -even/ T -odd matrix pencil δL of the form
δL(α) = α0δA0 + α1δA1, such that (L(λ) + δL(λ))xi = 0. And we have

Case 1: If λ0 6= 0 and λ1 6= 0, then the perturbation matrices are given by

δA0 =

2∑
i=1

(
λ0

(1 + ε)

2

xix
T
i kix

H
i

G2
ε(λ)

+ λ0
P x1:x2

kix
H
i + εxik

T
i Px1:x2

H2
2 (λ)

)

+

2∑
i=1

2∑
j=1,j 6=i

xjx
T
j kix

H
i + εxjx

T
i kjx

H
i

2λ0
,

δA1 =

2∑
i=1

(
λ1

(1− ε)
2

xix
T
i kix

H
i

G2
ε(λ)

+ λ1
P x1:x2

kix
H
i − εxikTi Px1:x2

H2
2 (λ)

)

+

2∑
i=1

2∑
j=1,j 6=i

xjx
T
j kix

H
i − εxjxTi kjxHi

2λ1
,

where Gε(λ) =

√
|λ0|2(1 + ε) + |λ1|2(1− ε)

2
. In this case, the backward error is given by

(ηSF (λ, x1, x2,L))2 =

2∑
i=1

(
2‖ki‖22
H2

2 (λ)
+
ε(|λ1|2 − |λ0|2)|xTi ki|2

G2
ε(λ)H2

2 (λ)

)
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+
|xT2 k1|2 + |xT1 k2|2

2H2
2 (λ)

(
|λ0|
|λ1|
− |λ1|
|λ0|

)2 − (
ε

|λ1|2
− ε

|λ0|2
)<((xT1 k2)(xT2 k1)).

Case 2: If either λ0 = 0 or λ1 = 0, then we have the following two cases:
(i) If λ0 = 0 and λ1 6= 0, then the perturbation matrices are given by δA0 = 0 and

δA1 =

2∑
i=1

(
− (1− ε)

2
xix

T
i A1xix

H
i − P x1:x2

A1xix
H
i + xix

T
i A1Px1:x2

)
+
xT2 k1
λ1

(x2x
H
1 − εx1xH2 ).

In this case the backward error is given by

(ηSF (λ, x1, x2,L))2 =

2∑
i=1

2‖A1xi‖22 −
(1− ε)

2
|xTi A0xi|2 − 2|xT1 A1x2|2.

(ii) If λ0 6= 0 and λ1 = 0, then the perturbation matrices are given by δA1 = 0 and

δA0 =

2∑
i=1

(
− (1 + ε)

2
xix

T
i A0xix

H
i − P x1:x2

A0xix
H
i − xixTi A0Px1:x2

)
+
xT2 k1
λ0

(x2x
H
1 + εx1x

H
2 ).

In this case, the backward error is given by

(ηSF (λ, x1, x2,L))2 =

2∑
i=1

2‖A0xi‖22 −
(1 + ε)

2
|xTi A0xi|2 − 2|xT1 A0x2|2.

Proof. To construct δAj , for j = 0, 1, such that δA0 = εδAT0 and δA1 = −εδAT1 , we
consider

δ̃A0 = UT δA0U =

[ 2 n−2

2 δ̂A0 εδB0
T

n−2 δB0 δD0

]
,

δ̃A1 = UT δA1U =

[ 2 n−2

2 δ̂A1 −εδB1
T

n−2 δB1 δD1

]
,

where

δ̂A0 =

[
(1+ε)

2 δa0,11 εδa0,12
δa0,12

(1+ε)
2 δa0,22

]
, δ̂A1 =

[
(1−ε)

2 δa1,11 −εδa1,12
δa1,12

(1−ε)
2 δa1,22

]
,

δD0 = εδD0
T , δD1 = −εδD1

T , δBj =
[
bj1 bj2

]
,

for j = 0, 1, and U ∈ Cn×n being a unitary matrix such that U =
[
V1 V2

]
with V1 =[

x1 x2
]
∈ Cn×2. Similar to Theorem 5.4, we get the following equations

(1 + ε)

2
λ0δa0,ii +

(1− ε)
2

λ1δa1,ii = xTi ki, i = 1, 2,(7.1)

λ0b0i + λ1b1i = V T2 ki, i = 1, 2,(7.2) [
λ0 −λ1
λ0 λ1

] [
δa0,12
δa1,12

]
=

[
xT2 k1
εxT1 k2

]
.(7.3)

http://etna.ricam.oeaw.ac.at
http://www.kent.edu
http://www.ricam.oeaw.ac.at


ETNA
Kent State University and

Johann Radon Institute (RICAM)

388 S. S. AHMAD AND P. KANHYA

The minimum norm solution of (7.2) is given by b0i = λ0

H2
2 (λ)

V T2 ki and b1i = λ1

H2
2 (λ)

V T2 ki.

Case 1: When λ0 6= 0 and λ1 6= 0, the minimum norm solution of (7.1) is given by
δa0,ii = (1+ε)

2
λ0

G2
ε(λ)

xTi ki and δa1,ii = (1−ε)
2

λ1

G2
ε(λ)

xTi ki. In this case δa0,12 =
xT2 k1+εx

T
1 k2

2λ0

and δa1,12 =
xT2 k1−εx

T
1 k2

2λ1
.

Case 2: When λ0 = 0 but λ1 6= 0, we find that the system (7.3) is consistent by using
Remark 7.3. The minimum norm solution of (7.3) is given by δa0,12 = 0 and δa1,12 =

xT2 k1
λ1

.

In this case δa0,ii = 0 and δa1,ii = − (1−ε)
2 xTi A1xi. When λ0 6= 0 but λ1 = 0, we have that

the system (7.3) is consistent by using Remark 7.3. The minimum norm solution of (7.3) is
given by δa0,12 =

xT2 k1
λ0

and δa1,12 = 0. In this case δa0,ii = − (1+ε)
2 xTi A0xi and δa1,ii = 0.

Similar to earlier sections, we can get the backward error expression and perturbation matrices
in each case.

REMARK 7.6. Suppose that (µ, x1) and (µ, x2) are two approximate eigenpairs of a non-
homogeneous T -even/T -odd matrix pencil L, where µ ∈ C is a double-semisimple eigenvalue
and x1, x2 ∈ Cn are orthonormal vectors. Then similar to Corollary 3.7, by substituting
λ0 = 1, λ1 = µ in Theorem 7.5 and using [1, Theorem 3.4 ], we get

(ηSF (µ, x1, x2,L))2 = ((ηSF (µ, x1,L))2 + (ηSF (µ, x2,L))2)

= 2((ηF (µ, x1,L))2 + (ηF (µ, x2,L))2),

when |µ| = 1. Further, using Corollary 4.4, we get

ηSF (µ, x1, x2,L) =
√

2ηF (µ, x1, x2,L),

when |µ| = 1.
Finally, we summarize the relations between unstructured and structured backward errors

of a single approximate eigenpair and two approximate eigenpairs for non-homogeneous
matrix pencils. Let (µ, x1) and (µ, x2) be two approximate eigenpairs such that µ ∈ C is a
double-semisimple eigenvalue of a non-homogeneous matrix pencil L. Then in Table 7.1, we
present relationships between the structured backward error of two approximate eigenpairs
of a double-semisimple eigenvalue ηSF (µ, x1, x2,L), the unstructured backward error of two
approximate eigenpairs of a double-semisimple eigenvalue ηF (µ, x1, x2,L), and the structured
backward error of a single approximate eigenpair ηSF (µ, xi,L), for i = 1, 2.

8. Numerical example. In this section, we illustrate our developed theory with a numer-
ical example using Matlab 7.11.0. Let L be a T -skew-symmetric non-homogeneous (α0 = 1)
matrix pencil of the form (2.1). Let A0, A1 be defined by

A0 =


0 −0.2600 + 0.6487i −0.1135 + 0.3416i −0.3040− 0.6366i

0.2600− 0.6487i 0 −0.0914− 0.5687i −0.7628 + 0.4553i
0.1135− 0.3416i 0.0914 + 0.5687i 0 0.3138− 0.3496i
0.3040 + 0.6366i 0.7628− 0.4553i −0.3138 + 0.3496i 0

 ,

A1 =


0 −0.0996− 0.8100i 0.6837 + 0.2671i 0.0716 + 0.0580i

0.0996 + 0.8100i 0 0.2214− 0.5972i −0.2433− 0.0032i
−0.6837− 0.2671i −0.2214 + 0.5972i 0 0.2821 + 0.2661i
−0.0716− 0.0580i 0.2433 + 0.0032i −0.2821− 0.2661i 0

 .
These are random matrices satisfying A0 = −AT0 and A1 = −AT1 . Clearly L is a regular

matrix pencil. The approximate eigenpairs of L are obtained by using the Matlab command
[V,D] = eig(A0, A1). Let µ = −D(2, 2) = −D(3, 3) be an approximate multiple eigenvalue
of L with its corresponding eigenvectors given by V (:, 2) and V (:, 3). The orthonormal
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TABLE 7.1
Relations of backward errors for various cases

Structure(S) Relation between Relation between Relation between
ηSF (µ, x1, x2,L) & ηSF (µ, x1, x2,L) & ηSF (µ, x1, x2,L) &

ηSF (µ, xi,L), i = 1, 2 ηF (µ, x1, x2,L) ηF (µ, xi,L), i = 1, 2

T -sym./ ηSF (µ, x1, x2,L) ≤ ηSF (µ, x1, x2,L) ≤ ηSF (µ, x1, x2,L) ≤

T -sk.-sym.
√
ηSF (µ, x1,L)2 + ηSF (µ, x2,L)2

√
2 ηF (µ, x1, x2,L)

√
2
√
η2F (µ, x1,L) + η2F (µ, x2,L)

Herm./ ηSF (µ, x1, x2,L) = ηSF (µ, x1, x2,L) = ηSF (µ, x1, x2,L) =

sk.-Herm.
√
ηSF (µ, x1,L)2 + ηSF (µ, x2,L)2

√
2 ηF (µ, x1, x2,L)

√
2
√
η2F (µ, x1,L) + η2F (µ, x2,L)

for µ2 = −1 for µ2 = −1 for µ2 = −1
T -even/ ηSF (µ, x1, x2,L) = ηSF (µ, x1, x2,L) = ηSF (µ, x1, x2,L) =

T -odd
√
ηSF (µ, x1,L)2 + ηSF (µ, x2,L)2

√
2ηF (µ, x1, x2,L)

√
2
√
η2F (µ, x1,L) + η2F (µ, x2,L)

for |µ| = 1 for |µ| = 1 for |µ| = 1

H-even/ ηSF (µ, x1, x2,L) = ηSF (µ, x1, x2,L) = ηSF (µ, x1, x2,L) =

H-odd
√
ηSF (µ, x1,L)2 + ηSF (µ, x2,L)2

√
2ηF (µ, x1, x2,L)

√
2
√
η2F (µ, x1,L) + η2F (µ, x2,L)

for µ2 = 1 for µ2 = 1 for µ2 = 1

eigenvectors x1, x2 corresponding to µ, are obtained by x1 := V (:, 2)/‖V (:, 2)‖ and x2 :=

(V (:, 3)− γ ∗ V (:, 2))/‖V (:, 3)− γ ∗ V (:, 2)‖, where γ = V (:,2)HV (:,3)
V (:,2)HV (:,2)

. Using Theorem 3.3
for ε = −1, we get the following perturbation matrices

δA0 =


0 −0.0170− 0.4873i 0.3412− 0.1463i 0.1048 + 0.2769i

0.0170 + 0.4873i 0 −0.0294− 0.0085i 0.2473− 0.0822i
−0.3412 + 0.1463i 0.0294 + 0.0085i 0 −0.0096 + 0.1557i
−0.1048− 0.2769i −0.2473 + 0.0822i 0.0096− 0.1557i 0

 ,

δA1 =


0 −0.0891 + 0.7143i −0.5315 + 0.1335i −0.0880− 0.4281i

0.0891− 0.7143i −0 0.0409 + 0.0193i −0.3797 + 0.0621i
0.5315− 0.1335i −0.0409− 0.0193i 0 0.0503− 0.2247i
0.0880 + 0.4281i 0.3797− 0.0621i −0.0503 + 0.2247i 0

 .

We obtain ηSF (µ, x1, x2,L) = 1.8809. Clearly L(µ)xi + δL(µ)xi = 0, for i = 1, 2.

REMARK 8.1. When we encounter with two approximate eigenpairs (λ, x1) and (λ, x2),
where λ is a double-semisimple eigenvalue, the existing backward error theory of a sin-
gle eigenpair fails to provide the minimum norm δL ∈ L(Cn×n), which satisfies (L(λ) +
δL(λ))xi = 0, for i = 1, 2. On the other hand, by using our theory, one can easily construct
the required perturbed matrix pencil and backward error corresponding to two approximate
eigenpairs of a double-semisimple eigenvalue.

9. Conclusions. We have studied the structured and unstructured backward error analy-
sis of two approximate eigenpairs of a double-semisimple eigenvalue. We have investigated
structured backward perturbations of eight special classes of structured matrix pencils, includ-
ing T -symmetric, T -skew-symmetric, Hermitian, skew-Hermitian, T -even, T -odd, H-even,
and H-odd cases. For each of those structures, we have obtained the minimal structured per-
turbed matrix pencil, with respect to the Frobenius norm such that the given two approximate
eigenpairs become exact eigenpairs of an appropriately perturbed matrix pencil. We have
also established the unstructured and structured backward error relationships between a single
approximate eigenpair and two approximate eigenpairs of a double-semisimple eigenvalue.
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