
ETNA
Kent State University and

Johann Radon Institute (RICAM)

Electronic Transactions on Numerical Analysis.
Volume 52, pp. 553–570, 2020.
Copyright c© 2020, Kent State University.
ISSN 1068–9613.
DOI: 10.1553/etna_vol52s553

ANALYSIS OF BDDC ALGORITHMS FOR STOKES PROBLEMS WITH
HYBRIDIZABLE DISCONTINUOUS GALERKIN DISCRETIZATIONS∗

XUEMIN TU†, BIN WANG‡, AND JINJIN ZHANG†

Abstract. The BDDC (balancing domain decomposition by constraints) methods have been applied to solve the
saddle point problem arising from a hybridizable discontinuous Galerkin (HDG) discretization of the incompressible
Stokes problem. In the BDDC algorithms, the coarse problem is composed by the edge/face constraints across the
subdomain interface for each velocity component. As for the standard approaches of the BDDC algorithms for saddle
point problems, these constraints ensure that the BDDC preconditioned conjugate gradient (CG) iterations stay in
a subspace where the preconditioned operator is positive definite. However, there are several popular choices of
the local stabilization parameters used in the HDG discretizations. Different stabilization parameters change the
properties of the resulting discretized operators, and some special observations and tools are needed in the analysis of
the condition numbers of the BDDC preconditioned Stokes operators. In this paper, condition number estimates for
different choices of stabilization parameters are provided. Numerical experiments confirm the theory.
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1. Introduction. Nonoverlapping domain decomposition methods have been studied
well for solving saddle-point problems; see, e.g., [9, 10, 16, 18, 19, 20, 25, 26, 27, 28, 29, 35,
36, 40]. In many of these works, the original saddle point problems are reduced to positive
definite problems in a subspace called the benign subspace, and the conjugate gradient (CG)
method is used to solve the system. In order to keep all CG iterates in the benign subspace, one
has to deal with the so-called no-net-flux constraints across subdomain boundaries, which often
lead to large coarse-level problems. The no-net-flux constraints can be complicated for the
incompressible Stokes equations with a conforming finite element discretization, especially in
three dimensions [20]. Moreover, the coarse-level problem will be a bottleneck in large-scale
parallel computations, and some inexact solvers in the algorithms are needed to reduce its
impact; cf. [8, 13, 14, 30, 31, 32, 33, 40].

The Balancing Domain Decomposition by Constraints (BDDC) algorithms were first
introduced for second-order elliptic problems in [7] and analyzed in [22, 23]. Compared to
similar nonoverlapping domain decomposition methods, one important feature of the BDDC
algorithm is that the Schur complements, arising in the computations, will all be invertible
due to the coarse components in the BDDC algorithms, which are given in terms of a set of
primal constraints. The BDDC algorithms have been widely applied to different problems
such as second-order elliptic problems with mixed and hybrid formulations [28, 29, 40], with
isogeometric collocation methods and spectral elements [1, 2, 4], with staggered discontinuous
Galerkin methods [12], with hybridizable discontinuous Galerkin (HDG) discretizations [37],
and to the incompressible Stokes problem with a conforming finite element discretization [20]
and a weak Galerkin discretization [38], as well as to some nonsymmetric or indefinite
problems [17, 34].

The HDG discretization for the incompressible Stokes flow was introduced in [24] and
analyzed in [6]. The main features of this approach is that it reduces the globally coupled
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unknowns to the numerical trace of the velocity on the element boundaries and the mean of
the pressure on the element. The size of the reduced saddle point problem is significantly
smaller compared to the original one. In [24], the reduced saddle point problem is solved
by an augmented Lagrange approach. An additional time-dependent problem is introduced
and solved by a backward-Euler method. Here, we solve the reduced saddle point problem
directly using BDDC methods. Similarly to earlier domain decomposition works on saddle
point problems [16, 20, 26, 28, 38], we reduce the saddle point problem to positive definite
problems in a benign subspace, and therefore the CG method can be used to solve the resulting
system. Due to the discontinuous pressure basis functions in this HDG discretization, the
complicated no-net-flux condition, which is needed to make sure that all CG iterates stay in
the benign subspace, can be enforced by edge and face average constraints for each velocity
component in two and three dimensions, respectively. These required constraints are the same
as those for the elliptic problems with the HDG discretizations [37] and the Stokes problems
with weak Galerkin discretization [38].

Usually, the analysis of the BDDC algorithm for the Stokes problem consists of several
components as in [20, 38]. First, we need to prove the inf-sup stability of the HDG methods.
Based on this result, we establish the relation between the Stokes and harmonic extensions.
Finally, combining these results and the condition number bound for the elliptic problem in
[37], we obtain the condition number estimate for the BDDC-preconditioned Stokes operator.
However, the relation between the Stokes and harmonic extensions can be established only for
one special choice of the local stabilization parameter τκ, which was used in [38]. Therefore,
a similar analysis cannot be used for other popular choices of τκ in [24]. In this paper, we
provide a complete condition number estimate for the different choices of τκ in [24]. The
important observation is that different choices of τκ do not change the divergence-free space
of the Stokes equation. They only change the coefficient of one nonnegative component in the
corresponding norms. Based on these facts, we can estimate the condition number for other
choices of τκ using the result for the special choice, which can be proved as in [38].

The remainder of the paper is organized as follows. The HDG discretization for the Stokes
problem is described in Section 2. In Section 3, the original system is reduced to an interface
problem. A BDDC preconditioner is then formulated in Section 4, and the benign subspaces,
where the preconditioned operator is positive definite, are introduced. Some auxiliary results
are given in Section 5, and the condition number estimate for the system with the BDDC
preconditioner is provided in Section 6. Finally, we give some computational results in
Section 7 to confirm our theory.

2. A Stokes problem and the HDG discretization. The following Stokes problem is
defined on a bounded polygonal domain Ω, in two or three dimensions, with a Dirichlet
boundary condition:

(2.1)


−4u +∇p = f , in Ω,

∇ · u = 0, in Ω,

u = g, on ∂Ω,

where f ∈ L2 (Ω) and g ∈ H1/2 (∂Ω). Here we assume that g = 0 without loss of generality.
The solution of (2.1) is unique up to an additive constant for the pressure p . Here we will look
for the solution with the pressure p having a zero average over the domain Ω.
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We follow the approach in [6, 24] and introduce the HDG method for the Stokes equation
defined in (2.1) as follows: 

L−∇u = 0, in Ω,

−∇ · L +∇p = f , in Ω,

∇ · u = 0, in Ω,

u = 0, in ∂Ω.

Let Pk(D) be the space of polynomials of order at most k on D. We define the spaces
Pk(D) = [Pk(D)]n (with n = 2 and 3 for two and three dimensions, respectively) and
Pk(D) = [Pk(D)]n×n. L, u, and p will be approximated by these discontinuous finite
element spaces defined on a shape-regular and quasi-uniform triangulation of Ω denoted by
Th. Let h be the characteristic element size of Th and κ be an element in Th. The union of the
faces of all the elements κ is denoted by E . Ei and E∂ are two subsets of E indicating the faces
in the domain interior and on the domain boundary, respectively.

For each element κ, we denote by (·, ·)κ and 〈·, ·〉∂κ the L2-inner products of functions
or vector-valued functions on κ and ∂κ, respectively. For all κ ∈ Th, we want to find
(Lh,uh, ph) ∈ (Pk(κ),Pk(κ), Pk(κ)) such that

(2.2)


−(Lh,Gh)κ − (uh,∇ ·Gh)κ + 〈ûh,Ghn〉∂κ = 0, ∀Gh ∈ Pk(κ),

(Lh,∇vh)κ − (ph,∇ · vh)κ −
〈
L̂hn− p̂hn,vh

〉
∂κ

= (f ,vh)κ, ∀ vh ∈ Pk(κ),

(uh,∇qh)κ − 〈ûh · n, qh〉∂κ = 0, ∀ qh ∈ Pk(κ),

where L̂h, ûh, and p̂h are the numerical traces that approximate Lh, uh, and ph on ∂κ,
respectively.

Define the following finite element spaces:

Gk = {Gh ∈
[
L2(Ω)

]n×n
: Gh|κ ∈ Pk(κ) ∀κ ∈ Ω},

Vk = {vh ∈
[
L2(Ω)

]n
: vh|κ ∈ Pk(κ) ∀κ ∈ Ω},

Wk = {ph ∈ L2(Ω) : ph|κ ∈ Pk(κ),

∫
Ω

ph = 0, ∀κ ∈ Ω},

Mk = {µµµh ∈
[
L2(E)

]n
: µµµh|e ∈ Pk(e) ∀e ∈ E}.

Let ΛΛΛk = {µµµh ∈ Mk : µµµh|e = 0 ∀e ∈ ∂Ω}. To simplify notation, the subscript k will be
omitted from now on.

The numerical trace ûh is defined as λλλh, where λλλh ∈ ΛΛΛ. In this paper, the following
numerical flux is considered:

L̂hn− p̂hn = Lhn− phn− τκ(uh − λλλh) on ∂κ,

where τκ is a local stabilization parameter; see [6, 24] for a more general discussion.
Plugging in the definitions of the numerical trace ûh = λλλh and the numerical flux

L̂hn − p̂hn in (2.2) and summing over all elements, we can write the discrete problem
resulting from an HDG discretization as: find (Lh,uh, ph,λλλh) ∈ (G,V,W,ΛΛΛ) such that for
all (Gh,vh, qh,µµµh) ∈ (G,V,W,ΛΛΛ),

(2.3)


−(Lh,Gh)Th − (uh,∇ ·Gh)Th + 〈λλλh,Ghn〉∂Th = 0,

(Lh,∇vh)Th−(ph,∇ · vh)Th−〈Lhn− phn− τκ(uh − λλλh),vh〉∂Th = (f ,vh)Th ,

(uh,∇qh)Th − 〈λλλh · n, qh〉∂Th = 0,

〈Lhn− phn− τκ(uh − λλλh),µµµh〉∂Th = 0,
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where (·, ·)Th =
∑
κ∈Th(·, ·)κ and 〈·, ·〉∂Th =

∑
κ∈Th 〈·, ·〉∂κ, respectively.

In order to obtain the matrix form of (2.3), we introduce the following operators as in [5],

(2.4)
ALL : G→ G, AuL : G→ V, AλλλL : G→ ΛΛΛ, Auu : V→ V,

Aλλλu : V→ ΛΛΛ, Bpu : V→W, Aλλλλλλ : ΛΛΛ→ ΛΛΛ, Bpλλλ : ΛΛΛ→W,

defined as

(ALLLh,Gh) = −(Lh,Gh)Th , (AuLLh,vh) = −(∇ · Lh,vh)Th ,

(AλλλLLh,µµµh) = 〈Lhn,µµµh〉∂Th , (Auuuh,vh) = τκ 〈uh,vh〉∂Th ,
(Aλλλuuh,µµµh) = −τκ < uh,µµµh >∂Th , (Aλλλλλλλλλh,µµµh) = τκ < λλλh,µµµh >∂Th ,

(Bpuvh, ph) = (vh,∇ph)Th , (Bpλλλλλλh, ph) = − < λλλh · n, ph >∂Th ,

for all Lh,Gh ∈ G, uh,vh ∈ V, ph, qh ∈W , and λλλ,µµµ ∈ ΛΛΛ.
Equation (2.3) can thus be rewritten in matrix form as

(2.5)


ALL ATuL ATλλλL 0
AuL Auu ATλλλu BTpu
AλλλL Aλλλu Aλλλλλλ BTpλλλ

0 Bpu Bpλλλ 0




L
u
λλλ
p

 =


0

Fh
0
0

 ,
where Fh = (f ,vh)Th and L, u, λλλ, and p denote the unknowns associated with Lh, uh, λλλh,
and ph, respectively.

Let

(2.6) Aa =

ALL ATuL ATλλλL
AuL Auu ATλλλu
AλλλL Aλλλu Aλλλλλλ

 , BTa =

 0
BTpu
BTpλλλ

 , ua =

L
u
λλλ

 , and Fa =

 0
Fh
0

 .
Then, the global problem (2.5) can be rewritten as the saddle point problem[

Aa BTa
Ba 0

] [
ua
p

]
=

[
Fa
0

]
,

where Aa is the same as the matrix obtained using an HDG discretization for the elliptic
problem as discussed in [37].

For each κ, we decompose the pressure degrees of freedom p into the element average
pressure p0e and the rest, called the element interior pressure pi, and we let W = Wi ⊕W0e,
correspondingly. We can rewrite (2.5) as

(2.7)


ALL ATuL 0 ATλλλL 0
AuL Auu BTpiu ATλλλu 0

0 Bpiu 0 Bpiλλλ 0
AλλλL Aλλλu BTpiλλλ Aλλλλλλ BTp0eλλλ

0 0 0 Bp0eλλλ 0




L
u
pi
λλλ
p0e

 =


0

Fh
0
0
0

 .
Here the matrix ALL ATuL 0

AuL Auu BTpiu
0 Bpiu 0
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is nonsingular and block diagonal with each block corresponding to one element κ. Therefore,
L, u, and pi can be eliminated in each element independently from (2.7), and a system for λλλ
and p0e only is obtained:

(2.8)
[
A BT

B 0

] [
λλλ
p0e

]
=

[
b
0

]
,

where

A = Aλλλλλλ −
[
AλλλL Aλλλu BTpiλλλ

] ALL ATuL 0
AuL Auu BTpiu

0 Bpi,u 0

−1 ATλλλLATλλλu
Bpiλλλ

 ,
and

B = Bp0eλλλ, b = −
[
AλλλL Aλλλu BTpiλλλ

] ALL ATuL 0
AuL Auu BTpiu

0 Bpi,u 0

−1  0
Fh
0

 .
After solving for λλλ and p0e using (2.8), given the value of λλλ on ∂κ, the unknowns L, u, pi are
uniquely determined on each element κ, and the solution of (2.7) can be completed.

The system (2.8) is the matrix form of the following problem: find λλλ ∈ ΛΛΛ and p0e ∈W0e

such that {
ah(λλλ,µµµ) + bh(p0e,µµµ) = lh(µµµ), ∀ µµµ ∈ ΛΛΛ,

bh(q0e,λλλ) = 0, ∀ q0e ∈W0e.

Here,

ah(ηηη,µµµ) =
∑
κ∈Th

(L(ηηη),L(µµµ))κ + 〈τκ(U(ηηη)− ηηη), (U(µµµ)−µµµ)〉∂κ ,

bh(p0e,µµµ) = −〈p0e,µµµ · n〉∂Th ,

lh(µµµ) =
∑
κ∈Th

lκ(ηηη,µµµ) =
∑
κ∈Th

(fh,U(µµµ))κ,

where L(µµµ) and U(µµµ) are the unique solution (Lh = L(µµµ), uh = U(µµµ)) of the local element
problem (2.7) with λλλ = µµµ and Fh = 0; see [24, Theorem 2.1] for details.

In next two sections, following the same procedures as in [38], we will use a BDDC
algorithm to solve the system in (2.8) for λλλ and p0e.

3. Reduced subdomain interface problem. The domain Ω is decomposed into N
nonoverlapping subdomains Ωi with diameters Hi, i = 1, . . . , N . Let H = maxiHi. Each
subdomain is assumed to be a union of shape-regular coarse triangles, and the number of such
elements forming an individual subdomain are assumed uniformly bounded. The open sets
shared by two subdomains are defined as faces. We define Γ as the interface between the
subdomains. Let Γh := (∪i 6=j∂Ωi,h ∩ ∂Ωj,h) \ ∂Ωh be the set of the interface nodes. Here,
∂Ωi,h is the set of nodes on ∂Ωi, and ∂Ωh is that of ∂Ω. The triangulation of each subdomain
is assumed to be quasi-uniform.

Let Λ̂ΛΛΓ be the space containing the degrees of freedom associated with Γ, ΛΛΛ
(i)
I be subdo-

main interior velocity numerical trace spaces, and W (i)
I be subdomain interior pressure spaces.

By these definitions, we can see that the elements of ΛΛΛ
(i)
I are supported in the subdomain Ωi
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and vanish on ∂Ωi. The elements of W (i)
I are restrictions of the pressure variables to Ωi with∫

Ωi
p

(i)
I = 0.

We define

ΛΛΛI =

N∏
i=1

ΛΛΛ
(i)
I , WI =

N∏
i=1

W
(i)
I .

The numerical trace of the velocity ΛΛΛ and the element average pressureW0e can be decomposed
into:

ΛΛΛ = ΛΛΛI ⊕ Λ̂ΛΛΓ, W0e = WI ⊕W0.

HereW0 is a subspace ofW . The elements ofW0 have constant values p(i)
0 in each subdomain

Ωi, and
∑N
i=1 p

(i)
0 m (Ωi) = 0, where m (Ωi) is the measure of the subdomain Ωi.

Let ΛΛΛ
(i)
Γ be the space of interface velocity numerical trace variables of the subdomain Ωi

and ΛΛΛΓ =
∏N
i=1 ΛΛΛ

(i)
Γ . We note that generally the functions in ΛΛΛΓ are discontinuous across the

interface. The restriction operators R(i)
Γ : Λ̂ΛΛΓ → ΛΛΛ

(i)
Γ map functions in the continuous global

interface velocity numerical trace variable space Λ̂ΛΛΓ to the subdomain component space ΛΛΛ
(i)
Γ .

The operator RΓ is defined as the direct sum of R(i)
Γ .

The global problem (2.8) can be written as
AII BTII ATΓI 0
BII 0 BIΓ 0
AΓI BTIΓ AΓΓ BT0Γ

0 0 B0Γ 0



λλλI
pI
λλλΓ

p0

 =


bI
0
bΓ
0

 ,
and it is assembled from the subdomain problems

A
(i)
II B

(i)T

II A
(i)T

ΓI 0

B
(i)
II 0 B

(i)
IΓ 0

A
(i)
ΓI B

(i)T

IΓ A
(i)
ΓΓ B

(i)T

0Γ

0 0 B
(i)
0Γ 0



λλλ

(i)
I

p
(i)
I

λλλ
(i)
Γ

p
(i)
0

 =


b
(i)
I

0

b
(i)
Γ

0

 .

We can eliminate the subdomain interior variables λλλ(i)
I and p(i)

I in each subdomain inde-
pendently and define the subdomain Schur complement S(i)

Γ as follows: given λλλ(i)
Γ ∈ ΛΛΛ

(i)
Γ ,

determine S(i)
Γ λλλ

(i)
Γ such that

(3.1)

A
(i)
II B

(i)T
II A

(i)T
ΓI

B
(i)
II 0 B

(i)T
ΓI

A
(i)
ΓI B

(i)
ΓI A

(i)
ΓΓ


λλλ

(i)
I

p
(i)
I

λλλ
(i)
Γ

 =

 0
0

S
(i)
Γ λλλ

(i)
Γ

 .
The global interface problem is assembled from the subdomain interface problems and can be
written as: find (λλλΓ, p0) ∈

(
Λ̂ΛΛΓ,W0

)
such that

(3.2) Ŝ

[
λλλΓ

p0

]
=

[
gΓ

0

]
, where Ŝ =

[
ŜΓ B̂T0Γ

B̂0Γ 0

]
,
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ŜΓ =

N∑
i=1

R
(i)T
Γ S

(i)
Γ R

(i)
Γ , B̂0Γ =

N∑
i=1

B
(i)
0ΓR

(i)
Γ , and

gΓ =
∑N
i=1R

(i)T
Γ

b(i)Γ −
[
A

(i)
ΓI B

(i)T
IΓ

] [
A

(i)
II B

(i)T
II

B
(i)
II 0

]−1 [
b
(i)
I

0

] .

By these definitions, the operator Ŝ is symmetric indefinite, while ŜΓ is symmetric
positive definite. In the next section, we will introduce a BDDC preconditioner and show that
the BDDC preconditioned operator is symmetric positive definite in a subspace.

4. The BDDC preconditioner. In order to introduce the BDDC preconditioner, we
further decompose the subdomain interface velocity variables into the primal and dual interface
velocity variables. We retain continuity of the primal velocity variables, but relax that of the
dual velocity variables across the subdomain interface. The primal interface velocity space is
denoted by Λ̂ΛΛΠ, and the dual space ΛΛΛ4 is the direct sum of the ΛΛΛ

(i)
4 , which are spanned by

the remaining interface degrees of freedom (after the primal variables) in each subdomain. A
partially assembled interface space Λ̃ΛΛΓ can be defined as

Λ̃ΛΛΓ = Λ̂ΛΛΠ ⊕ΛΛΛ∆ = Λ̂ΛΛΠ ⊕
N∏
i=1

ΛΛΛ
(i)
∆ .

We note that Λ̂ΛΛΠ is the coarse-level velocity space, which makes all the linear systems
nonsingular.

Moreover, several restriction, extension, and scaling operators between different spaces
have to be defined. The restriction operator R

(i)

Γ restricts functions in the space Λ̃ΛΛΓ to the

components ΛΛΛ
(i)
Γ of the subdomain Ωi, and the direct sum of R

(i)

Γ is denoted by RΓ. The
restriction operator R(i)

∆ maps the functions from Λ̂ΛΛΓ to ΛΛΛ
(i)
∆ , while RΓΠ is a restriction

operator from Λ̂ΛΛΓ to its subspace Λ̂ΛΛΠ. The direct sum of RΓΠ and R(i)
∆ is denoted by R̃Γ.

Given a point x on the subdomain interface, let Ix be the set of indices of the subdomains
that have x on their boundaries, and card (Ix) gives the number of subdomain boundaries to
which x belongs. A positive scaling factor δ†i (x) is defined as follows:

δ†i (x) =
1

card (Ix)
, x ∈ ∂Ωi,h ∩ Γh.

On each face, δ†i (x) is constant. R(i)
D,∆ is obtained by multiplying each row of R(i)

∆ by the

scaling factor. The direct sum of RΓΠ and R(i)
D,∆ gives us the scaled operators R̃D,Γ.

SΓ denotes the direct sum of S(i)
Γ , defined in (3.1). A partially assembled interface

velocity Schur complement is defined by S̃Γ = R
T

ΓSΓRΓ. The operator B̃0Γ maps the partially
assembled interface velocity space Λ̃ΛΛΓ into the space of right-hand sides corresponding to W0

and can be written as B̃0Γ =
∑N
i=1B

(i)
0ΓR

(i)

Γ .
Let

(4.1) R̃D =

[
R̃D,Γ

I

]
, S̃ =

[
S̃Γ B̃T0Γ

B̃0Γ 0

]
.
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Then the preconditioner for solving the global interface Stokes problem is

M−1 = R̃TDS̃
−1R̃D,

and the preconditioned BDDC algorithm is then of the form: find (λλλΓ, p0) ∈
(
Λ̂ΛΛΓ,W0

)
such

that

(4.2) R̃TDS̃
−1R̃DŜ

[
λλλΓ

p0

]
= R̃TDS̃

−1R̃D

[
gΓ

0

]
.

The matrix Ŝ defined in (3.2) is symmetric indefinite on the space
(
Λ̂ΛΛΓ,W0

)
, but it is

positive definite on the subspace
(
Λ̂ΛΛΓ ∩ ker (B̂0Γ),W0

)
. With the carefully chosen primal

velocity space Λ̂ΛΛΠ, we can construct a BDDC preconditioner to make sure that the precon-
ditioned BDDC operator in (4.2) is symmetric positive definite in a subspace and that the
conjugate gradient iterates remain in this subspace when solving (4.2). This subspace is called
the benign subspace.

DEFINITION 4.1 (Benign Subspaces). We will call

Λ̂ΛΛΓ,B = {λλλΓ ∈ Λ̂ΛΛΓ | B̂0ΓλλλΓ = 0}, Λ̃ΛΛΓ,B = {λλλΓ ∈ Λ̃ΛΛΓ | B̃0ΓλλλΓ = 0}

the benign subspaces of Λ̂ΛΛΓ and Λ̃ΛΛΓ, respectively.
It is easy to see that the operators Ŝ and S̃, defined in (3.2) and (4.2), are symmetric

positive definite on
(
Λ̂ΛΛΓ,B ,W0

)
and

(
Λ̃ΛΛΓ,B ,W0

)
, respectively.

As in [20, 28], in order to keep the iterates in the benign subspace, we require that the
functions in the dual velocity space satisfies the no-net-flux condition, i.e.,∫

∂Ωi

λλλ
(i)
∆ · n = 0, ∀ λλλ(i)

∆ ∈ ΛΛΛ
(i)
∆ .

In order to make the dual velocity space satisfy the no-net-flux condition, we choose
the primal variables, which are spanned by subdomain interface edge/face basis functions
with constant values at the nodes of the edge/face for two/three dimensions. We change the
variables so that the degrees of freedom of each primal constraint is explicit; see [15, 21]. The
dual space ΛΛΛ4 is spanned by the remaining interface degrees of freedom with a zero average
over each edge/face.

The following lemma is crucial to prove the positive definiteness of the preconditioned
BDDC operator; see [20, Lemma 6.2] and [28, Lemma 4.1].

LEMMA 4.2. Let λλλΓ ∈ Λ̃ΛΛΓ,B . Then, R̃TD,ΓλλλΓ ∈ Λ̂ΛΛΓ,B .

5. Some auxiliary results. In this section, we provide some auxiliary results for the
condition number estimation for the BDDC preconditioned operator in (4.2) with different
choices of the local stabilization parameter τκ. By [37, Theorem 6.1], we know that the
condition number of the elliptic problem depends on γh,τ = maxκ∈Th{1 + τκhκ}. Therefore,
we will only estimate the condition numbers for any τκ ≤ 1

hκ
, which covers the three choices

τk = 1
hk

, τk = 1, and τk = hk used in [24] for the numerical experiments. We will use c
and C to indicate constants which are independent of h, H , and τκ.

The subdomain matrix for Aa in (2.6) is denoted as A(i)
a and defined as follows:

(5.1) A(i)
a =


A

(i)
LL A

(i)T

uL A
(i)T

IL A
(i)T
ΓL

A
(i)
uL A

(i)
uu A

(i)T

Iu A
(i)T
Γu

A
(i)
IL A

(i)
Iu A

(i)
II A

(i)T
ΓI

A
(i)
ΓL A

(i)
Γu A

(i)
ΓI A

(i)
ΓΓ

 .
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We have the following result:

LEMMA 5.1. Given u(i)
a =

[
L(i)T u(i)T λλλ

(i)T

I λλλ
(i)T

Γ

]T
∈ (G(i),V(i),ΛΛΛ

(i)
I ,ΛΛΛ

(i)
Γ ),

we have

|u(i)
a |2A(i)

a
= F (ua) +

∑
κ∈Th(Ωi)

τκ

〈
u(i) − λλλ(i),u(i) − λλλ(i)

〉
∂κ
,

where λλλ(i) =
[
λλλ

(i)T

I λλλ
(i)T

Γ

]T
and F (ua) is a function independent of τκ. Moreover, Ba

defined in (2.6) is independent of τκ.

Proof. Let λλλ(i) =
[
λλλ

(i)T

I λλλ
(i)T

Γ

]T
. By the definition in (2.4), we have

|u(i)
a |2A(i)

a
=


L(i)

u(i)

λλλ
(i)
I

λλλ
(i)
Γ


T 

A
(i)
LL A

(i)T

uL A
(i)T

IL A
(i)T
ΓL

A
(i)
uL A

(i)
uu A

(i)T

Iu A
(i)T
Γu

A
(i)
IL A

(i)
Iu A

(i)
II A

(i)T
ΓI

A
(i)
ΓL A

(i)
Γu A

(i)
ΓI A

(i)
ΓΓ




L(i)

u(i)

λλλ
(i)
I

λλλ
(i)
Γ


=

∑
κ∈Th(Ωi)

(
−(L(i),L(i))κ − (u(i),∇ · L(i))κ +

〈
λλλ(i),L(i)n

〉
∂κ

− (∇ · L(i),u(i))κ +
〈
τκu

(i),u(i)
〉
∂κ
−
〈
τκu

(i),λλλ(i)
〉
∂κ

+
〈
λλλ(i),L(i)n

〉
∂κ
−
〈
τκu

(i),λλλ(i)
〉
∂κ

+
〈
τκλλλ

(i),λλλ(i)
〉
∂κ

)
=

∑
κ∈Th(Ωi)

(
−(L(i),L(i))κ − 2(u(i),∇ · L(i))κ + 2

〈
λλλ(i),L(i)n

〉
∂κ

)
+

∑
κ∈Th(Ωi)

τκ

〈
u(i) − λλλ(i),u(i) − λλλ(i)

〉
∂κ

= F (ua) +
∑

κ∈Th(Ωi)

τκ

〈
u(i) − λλλ(i),u(i) − λλλ(i)

〉
∂κ
,

where F (ua) =
∑
κ∈Th(Ωi)

(
−(L(i),L(i))κ − 2(u(i),∇ · L(i))κ + 2

〈
λλλ(i),L(i)n

〉
∂κ

)
,

which is independent of τκ.
By the definition of Ba in (2.6), this matrix is independent of τκ since BTpu and BTpλλλ are

independent of τκ; see (2.4).
REMARK 5.2. This lemma shows that for different choices of τκ, the divergence-free

spaces of the Stokes equation in (2.5) are the same. The norms of A(i)
a , for different choices

of τκ, differ only by a factor
〈
u(i) − λλλ(i),u(i) − λλλ(i)

〉
∂κ

, which is a nonnegative number.

We introduce several useful norms and semi-norms, which are defined in [20, 28]. By
the inertia of the Schur complement, the subdomain Schur complements S(i)

Γ in (3.1) are
symmetric and positive semi-definite. They are singular for any subdomains which do not
intersect ∂Ω. Due to the Dirichlet boundary condition on ∂Ω and sufficiently many primal
continuity constraints for the no-net-flux condition, the operators ŜΓ in (3.2) and S̃Γ in (4.1)
are symmetric positive definite. The interface operators Ŝ in (3.2) and S̃ in (4.1) are indefinite,
but they are positive definite when they are restricted to the respective benign subspaces of
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Λ̂ΛΛΓ,W0

)
and

(
Λ̃ΛΛΓ,W0

)
. We can define

|w|2
Ŝ

= wT Ŝw = ‖λλλΓ‖2ŜΓ
, ∀ w = (λλλΓ, p0) ∈

(
Λ̂ΛΛΓ,B ,W0

)
,

|w|2
S̃

= wT S̃w = ‖λλλΓ‖2S̃Γ
, ∀ w = (λλλΓ, p0) ∈

(
Λ̃ΛΛΓ,B ,W0

)
.

Among all τκ ≤ 1
hκ

, the choice τκ = 1
hκ

has some nice properties which are not shared
by other choices of τκ. Therefore, we use the subscript ∗ to indicate those matrices with this
value of τκ = 1

hκ
, such as, for example, ŜΓ,∗, S̃Γ,∗, and A(i)

a,∗.
The following results are proved in [39].
LEMMA 5.3 (Lemma A.2 in [39]). If τk = 1

hk
, then

∑
κ∈Th(Ωi)

‖∇u(i)‖2L2(κ) ≤ C

∣∣∣∣∣∣∣∣∣


L(i)

u(i)

λλλ
(i)
I

λλλ
(i)
Γ


∣∣∣∣∣∣∣∣∣
2

A
(i)
a,∗

,

for all
[
L(i)T u(i)T λλλ

(i)T

I λλλ
(i)T

Γ

]T
∈ (G(i),V(i),ΛΛΛ

(i)
I ,ΛΛΛ

(i)
Γ ) satisfying

A
(i)
LL,∗L

(i) +A
(i)T

uL,∗u
(i) +A

(i)T

IL,∗λλλ
(i)
I +A

(i)T

ΓL,∗λλλ
(i)
Γ = 0.

LEMMA 5.4 (Lemma 4.3 in [39]). If τκ = 1
hκ

, then there exists a positive constant β
independent of h and H such that

sup
ua∈(G,V,ΛΛΛ)

uTaB
T
a,∗p

(uTaAa,∗ua)
1/2
≥ β‖p‖L2(Ω),

for all p ∈ W . Here Aa,∗, Ba,∗ are defined in (2.6) with τκ = 1
hκ

. The lemma also holds
when Ω is replaced by the subdomain Ωi.

We also define S(i)
Γ, E , the subdomain Schur complement for the corresponding elliptic

problem with τκ = 1
hκ

as follows: given λλλ(i)
Γ ∈ ΛΛΛ

(i)
Γ , determine S(i)

Γ, Eλλλ
(i)
Γ such that

(5.2) A
(i)
a,∗


L(i)

u(i)

λλλ
(i)
I

λλλ
(i)
Γ

 =


0
0
0

S
(i)
Γ,Eλλλ

(i)
Γ

 .

Let
∣∣∣λλλ(i)

Γ

∣∣∣2
S

(i)
Γ

= λλλ
(i)T
Γ S

(i)
Γ λλλ

(i)
Γ and

∣∣∣λλλ(i)
Γ

∣∣∣2
S

(i)
Γ, E

= λλλ
(i)T
Γ S

(i)
Γ, Eλλλ

(i)
Γ . Similar to the proof

of [38, Lemma 12], we can use Lemma 5.3 and the inf-sup stability for each subdomain
of Lemma 5.4 to prove the following result. Similar results for the standard finite element
discretization can be found in [3].

LEMMA 5.5. If τk = 1
hk

, then

c
β2

(1 + β)2

∣∣∣λλλ(i)
Γ

∣∣∣2
S

(i)
Γ,∗

≤
∣∣∣λλλ(i)

Γ

∣∣∣2
S

(i)
Γ, E

≤
∣∣∣λλλ(i)

Γ

∣∣∣2
S

(i)
Γ,∗

, ∀λλλ(i)
Γ ∈ ΛΛΛ

(i)
Γ ,

where β is the inf-sup stability constant in Lemma 5.4.
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In order to prove the condition number bounds for the BDDC preconditioner, we define
an averaging operator ED, which maps

(
Λ̃ΛΛΓ,W0

)
, with generally discontinuous interface

velocities, to the same space with continuous interface velocities: for any w = (λλλΓ, p0) ∈(
Λ̃ΛΛΓ,W0

)
,

ED

[
λλλΓ

p0

]
=

[
R̃Γ

I

] [
R̃TD,Γ

I

] [
λλλΓ

p0

]
=

[
ED,ΓλλλΓ

p0

]
∈
(
Λ̃ΛΛΓ,W0

)
,

where ED,Γ = R̃ΓR̃
T
D,Γ averages the interface velocity with a properly defined weight.

The following lemma is the result for ED,Γ; for the elliptic problem with τκ = 1
hκ

,
see [37, Lemma 5].

LEMMA 5.6. There exists a positive constant C, which is independent of H and h, such
that

|ED,ΓλλλΓ|2S̃Γ,E
≤ C

(
1 + log

H

h

)2

|λλλΓ|2S̃Γ,E
, ∀ λλλΓ ∈ Λ̃ΛΛΓ.

We define the harmonic and Stokes extensions from ΛΛΛ
(i)
Γ to (G(i),V(i),ΛΛΛ(i)) as follows:

for any λλλ(i)
Γ ∈ ΛΛΛ

(i)
Γ ,∣∣∣Hλλλ(i)

Γ

∣∣∣
A

(i)
a

= inf
E(i)=(L(i),v(i),λλλ(i))∈(G(i),V(i),ΛΛΛ(i)), E(i)|Γi=λλλ

(i)
Γ

∣∣∣E(i)
∣∣∣
A

(i)
a

,

and ∣∣∣Sλλλ(i)
Γ

∣∣∣
A

(i)
a

= inf
E(i)=(L(i),v(i),λλλ(i))∈(G(i),V(i),ΛΛΛ(i)), E(i)|Γi=λλλ

(i)
Γ ,B

(i)
a,cE(i)=0

∣∣∣E(i)
∣∣∣
A

(i)
a

,

where A(i)
a , defined in (5.1), is the subdomain local matrix of Aa in (2.6). B

(i)
a,c is the

subdomain local matrix ofBa in (2.6), excluding the pressure degree of freedom corresponding
to the subdomain average pressure. Given λλλ(i)

Γ , the harmonic extensionHλλλ(i)
Γ can be obtained

by solving the equations corresponding to the first three rows of (5.2). The Stokes extension
Sλλλ(i)

Γ can be obtained by solving the subdomain version of (2.5) with given λλλ(i)
Γ .

By the definition of these two extensions and the semi-norms | · |SΓ, E
and | · |SΓ

, we have

(5.3)
∣∣∣H∗λλλ(i)

Γ

∣∣∣
A

(i)
a,∗

=
∣∣∣λλλ(i)

Γ

∣∣∣2
S

(i)
Γ, E

,
∣∣∣S∗λλλ(i)

Γ

∣∣∣
A

(i)
a,∗

=
∣∣∣λλλ(i)

Γ

∣∣∣2
S

(i)
Γ,∗

,
∣∣∣Sλλλ(i)

Γ

∣∣∣
A

(i)
a

=
∣∣∣λλλ(i)

Γ

∣∣∣2
S

(i)
Γ

.

Recall that S∗λ(i)
Γ is the Stokes extension with τκ = 1

hκ
. By [37, Lemma 5.1], we have the

following result.
LEMMA 5.7. For τκ ≤ 1

hk
, ∀ λλλ(i) ∈ ΛΛΛ(i), we have∣∣∣λλλ(i)

∣∣∣
A

(i)
a,∗
≤ C

∣∣∣λλλ(i)
∣∣∣
A

(i)
a

.

Proof. For any λ ∈ ΛΛΛ(i), as in [5, 11, 37], let |∂κ| denote the measure (the length for 2D
and area for 3D) of the boundary of κ. Define mκ = 1

|∂κ|
∫
∂κ
λλλds and

|||λλλ|||Ωi =

 ∑
κ∈Th,κ⊆Ω̄i

1

hκ
‖λλλ−mκ(λλλ)‖2L2(∂κ)

1/2

.
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By [37, Lemma 5.1], we have∣∣∣λλλ(i)
∣∣∣
A

(i)
a,∗
≤ C

∣∣∣∣∣∣∣∣∣λλλ(i)
∣∣∣∣∣∣∣∣∣2

Ωi
≤ C

∣∣∣λλλ(i)
∣∣∣2
A

(i)
a

.

Now, we are ready to prove the bound for the averaging operator ED for the Stokes
problem for all τκ ≤ 1

hκ
.

LEMMA 5.8. If τκ ≤ 1
hκ

, then there exists a positive constant C, which is independent of
H and h, such that

|EDw|2S̃ ≤ C
(1 + β)2

β2

(
1 + log

H

h

)2

|w|2
S̃
, ∀ w = (λλλΓ, p0) ∈

(
Λ̃ΛΛΓ, B ,W0

)
,

where β is the inf-sup stability constant in Lemma 5.4.
Proof. For any vector w = (λλλΓ, p0) ∈

(
Λ̃ΛΛΓ, B ,W0

)
, by Lemma 4.2 it follows that

R̃TD,ΓλλλΓ ∈ Λ̂ΛΛΓ,B . Thus, ED,ΓλλλΓ = R̃ΓR̃
T
D,ΓλλλΓ ∈ Λ̃ΛΛΓ, B .

Let µµµ(i)
Γ = R̄

(i)
Γ ED,ΓλλλΓ. By the definition of the S̃-seminorm, we have that

(5.4) |EDw|2S̃ ≤
N∑
i=1

|S∗µµµ(i)
Γ |

2

A
(i)
a

since

|EDw|2S̃ = |ED,ΓλλλΓ|2S̃Γ
=

N∑
i=1

|R̄(i)
Γ ED,ΓλλλΓ|2S(i)

Γ

=

N∑
i=1

|µµµ(i)
Γ |

2

S
(i)
Γ

=

N∑
i=1

|Sµµµ(i)
Γ |

2

A
(i)
a
≤

N∑
i=1

|S∗µµµ(i)
Γ |

2

A
(i)
a
,

where we used the minimization property of Sµµµ(i)
Γ , the fact that Ba is independent of τk in

Lemma 5.1, which gives that the divergence-free spaces for different τκ are the same, and the
definition of S∗µµµ(i)

Γ .

Let S∗µµµ(i)
Γ =


L(i)

u(i)

µµµ
(i)
I

µµµ
(i)
Γ

. By (5.4) and Lemma 5.1, we have

|EDw|2S̃ ≤
N∑
i=1

|S∗µµµ(i)
Γ |

2

A
(i)
a

=

N∑
i=1

F (S∗µµµ(i)
Γ ) +

∑
κ∈Th(Ωi)

τκ

〈
u(i) −µµµ(i),u(i) −µµµ(i)

〉
∂κ


≤

N∑
i=1

F (S∗µµµ(i)
Γ ) +

∑
κ∈Th(Ωi)

1

hκ

〈
u(i) −µµµ(i),u(i) −µµµ(i)

〉
∂κ


=

N∑
i=1

|S∗µµµ(i)
Γ |

2

A
(i)
a,∗

=

N∑
i=1

|µµµ(i)
Γ |

2

S
(i)
Γ,∗
≤ (1 + β)2

cβ2

N∑
i=1

|µµµ(i)
Γ |

2

S
(i)
Γ,E

,
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where we used Lemma 5.1 for the second and fourth equalities, (5.3) for the fifth equality, and
Lemma 5.5 for the sixth inequality.

By Lemma 5.6, the estimate of the average operator for the elliptic problem, we have

|EDw|2S̃ ≤
(1 + β)2

cβ2

N∑
i=1

|µµµ(i)
Γ |

2

S
(i)
Γ,E

≤ C (1 + β)2

β2

(
1 + log

H

h

)2

|λλλΓ|2S̃Γ,E

= C
(1 + β)2

β2

(
1 + log

H

h

)2 N∑
i=1

|λλλ(i)
Γ |

2

S
(i)
Γ,E

= C
(1 + β)2

β2

(
1 + log

H

h

)2 N∑
i=1

|H∗λλλ(i)
Γ |

2

A
(i)
a,∗

(5.5)

≤ C (1 + β)2

β2

(
1 + log

H

h

)2 N∑
i=1

|Hλλλ(i)
Γ |

2

A
(i)
a,∗

(5.6)

≤ C (1 + β)2

β2

(
1 + log

H

h

)2 N∑
i=1

|Hλλλ(i)
Γ |

2

A
(i)
a

(5.7)

≤ C (1 + β)2

β2

(
1 + log

H

h

)2 N∑
i=1

|Sλλλ(i)
Γ |

2

A
(i)
a

≤ C (1 + β)2

β2

(
1 + log

H

h

)2

|λλλΓ|2S̃Γ
,

where we used (5.3) for (5.5) and the minimization property of the harmonic extension H∗
for (5.6). Lemma 5.7 is used in (5.7). The last two inequalities are obtained by using the
definitions of the harmonic and Stokes extensions and (5.3).

Finally, we have

|EDw|2S̃ ≤ C
(1 + β)2

β2

(
1 + log

H

h

)2

|λλλΓ|2S̃Γ
≤ C (1 + β)2

β2

(
1 + log

H

h

)2

|w|2
S̃
.

6. Condition number estimate for the BDDC preconditioner. We are now ready to
formulate our main result. The proof follows that of [20, Theorem 6.7], [23, Theorem 25],
[32, Lemma 4.6], and [31, Lemma 4.7] by using Lemma 5.8. For the sake of completeness,
we provide the proof here.

THEOREM 6.1. The preconditioned operator M−1Ŝ is symmetric, positive definite with
respect to the bilinear form 〈·, ·〉Ŝ on the space

(
Λ̂ΛΛΓ,B ,W0

)
. If τκ ≤ 1

hκ
, then the condition

number of M−1Ŝ is bounded by C (1+β)2

β2

(
1 + log

(
H
h

))2
, where C is a constant, which is

independent of H and h, and β is the inf-sup stability constant, defined in Lemma 5.4.
Proof. We only need to prove that, for any u ∈

(
Λ̂Γ,B ,W0

)
, it holds that

〈u,u〉Ŝ ≤
〈
u,M−1Ŝu

〉
Ŝ
≤ C (1 + β)2

β2
(1 + log(H/h))

2 〈u,u〉Ŝ .

Lower bound: Let

(6.1) w = S̃−1R̃DŜu ∈
(
Λ̂Γ,B ,W0

)
.
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We then have that

uT Ŝu = uT ŜR̃TDR̃u = uT ŜR̃TDS̃
−1S̃R̃u =

〈
w, R̃u

〉
S̃

≤
(
uT R̃T S̃R̃u

)1/2 (
wT S̃w

)1/2

=
(
uT Ŝu

)1/2 (
uT ŜR̃TDS̃

−1S̃S̃−1R̃DŜu
)1/2

=
(
uT Ŝu

)1/2 (
uT ŜM−1Ŝu

)1/2

,

where we use the property R̃T R̃D = R̃TDR̃ = I for the first equality and (6.1) for the third
equality.

Simplifying a common factor and squaring, we obtain

〈u,u〉Ŝ ≤
〈
u,M−1Ŝu

〉
Ŝ
.

Upper bound: The upper bound can be estimated by using the definition of w in (6.1), the
Cauchy-Schwarz inequality, and Lemma 5.8:〈

u,M−1Ŝu
〉
Ŝ
≤ 〈u,u〉1/2

Ŝ

〈
M−1Ŝu,M−1Ŝu

〉1/2

Ŝ
= 〈u,u〉1/2

Ŝ

〈
R̃TDw, R̃TDw

)1/2

Ŝ

= 〈u,u〉1/2
Ŝ

〈
R̃R̃TDw, R̃R̃TDw

)1/2

S̃
= 〈u,u〉1/2

Ŝ
|EDw|S̃

≤ C 〈u,u〉1/2
Ŝ

(1 + β)

β
(1 + log(H/h)) |w|S̃

= C
(1 + β)

β
(1 + log(H/h)) 〈u,u〉1/2

Ŝ

(
uT ŜR̃TDS̃

−1S̃S̃−1R̃DŜu
)1/2

= C
(1 + β)

β
(1 + log(H/h)) 〈u,u〉1/2

Ŝ

〈
u,M−1Ŝu

〉1/2

Ŝ
.

Therefore, 〈
u,M−1Ŝu

〉
Ŝ
≤ C (1 + β)2

β2
(1 + log(H/h))

2 〈u,u〉Ŝ .

7. Numerical experiments. In our numerical experiments, we consider a unit square
domain Ω, i.e., Ω = [0, 1]2. The domain is then decomposed intoN×N subdomains with side
length H = 1/N , and each subdomain is further decomposed into elements with diameter h.
The model problem (2.1) is discretized by the kth-order HDG method. Here, zero Dirichlet
boundary conditions are used, and we choose the right-hand side function f such that the
exact solution is

u =

[
sin3(πx) sin2(πy) cos(πy)

− sin2(πx) sin3(πy) cos(πx)

]
and p = x− y.

The preconditioned conjugate gradient iteration is stopped when the relative l2-norm of the
residual has been reduced by a factor of 106.

Following [24], three different choices of the stabilization constant τκ are tested, namely
τκ = hκ, τκ = 1 , and τκ = 1

hκ
. Two sets of experiments are carried out for each choice of τκ
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TABLE 7.1
Performance of solving (4.2) with the HDG discretization (τκ = hk).

k = 0 k = 1 k = 2
H/h #sub Cond. Iter. Cond. Iter. Cond. Iter.

8 4× 4 4.12 10 4.46 12 12.40 14
8× 8 5.03 13 8.33 16 11.27 20

16× 16 4.88 13 9.86 20 13.16 24
24× 24 5.04 13 10.26 20 13.67 24
32× 32 4.94 12 10.23 19 13.77 24

#sub H/h Cond. Iter. Cond. Iter. Cond. Iter.

8× 8 4 2.49 9 5.85 13 8.31 17
8 5.03 13 8.33 16 11.27 20

16 7.48 15 11.28 20 17.45 24
24 9.12 17 13.22 21 20.00 25
32 10.37 19 17.28 23 21.82 26

TABLE 7.2
Performance of solving (4.2) with the HDG discretization (τκ = 1).

k = 0 k = 1 k = 2
H/h #sub Cond. Iter. Cond. Iter. Cond. Iter.

8 4× 4 4.13 10 4.46 12 12.12 14
8× 8 5.03 13 8.34 17 11.27 20

16× 16 4.88 13 9.87 20 13.16 24
24× 24 5.04 13 10.26 20 13.67 24
32× 32 4.94 12 10.23 19 13.77 24

#sub H/h Cond. Iter. Cond. Iter. Cond. Iter.

8× 8 4 2.49 9 5.86 13 8.32 17
8 5.03 13 8.34 17 11.27 20

16 7.49 15 11.28 20 17.51 24
24 9.12 17 13.22 21 19.83 25
32 10.37 19 14.69 22 21.15 25

to obtain iteration counts and condition number estimates. In the first set of experiments, we
fixed H

h = 8, the subdomain local problem size, and increased the number of subdomains to
test the scalability of the algorithms (that the condition number is independent of the number
of subdomains). In the second set of experiments, we fixed the number of subdomains to 64
and changed H

h , the subdomain local problem size. The performance of the algorithms for
the Stokes problem with these three choices of τκ is similar to that for the elliptic problems.
The experimental results are fully consistent with our theory. In Figure 7.1, we present the
least-square fits of the condition numbers to the function C

(
1 + log(Hh )

)2
with τκ = hκ and

64 subdomains. The results with other choices of τκ are similar. We also use the condition
numbers for Hh = 8 to conjecture that the condition numbers depend on the polynomial order
k as C1 log(k + C0). In Figure 7.2, we display the least-square fits of the condition numbers
to C1 log(k + C0) with τκ = hκ.
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FIG. 7.1. Least square fits of the condition numbers in Table 7.1 with respect to H/h to the function
C(1 + log (H/h))2 for τκ = hκ.
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FIG. 7.2. Least square fits of the condition numbers in Table 7.1 with respect to k to the functionC1 log(k+C0)
for different number of subdomains with H

h
= 8 and τκ = hκ.
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TABLE 7.3
Performance of solving (4.2) with the HDG discretization (τκ = 1/hκ).

k = 0 k = 1 k = 2
H/h #sub Cond. Iter. Cond. Iter. Cond. Iter.

8 4× 4 4.21 10 4.72 12 12.72 14
8× 8 5.12 12 8.81 17 11.52 20

16× 16 5.00 13 10.43 21 13.44 24
24× 24 5.14 13 10.83 20 13.96 25
32× 32 5.14 13 10.84 20 14.09 25

#sub H/h Cond. Iter. Cond. Iter. Cond. Iter.

8× 8 4 2.56 9 6.23 14 8.52 17
8 5.12 12 8.81 17 11.52 20

16 7.59 15 11.86 20 17.86 24
24 9.22 17 13.86 22 20.32 25
32 10.48 19 15.37 23 22.21 26
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