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#### Abstract

In this paper, we present the concept of perturbation bounds for the right eigenvalues of a quaternionic matrix. In particular, a Bauer-Fike-type theorem for the right eigenvalues of a diagonalizable quaternionic matrix is derived. In addition, perturbations of a quaternionic matrix are discussed via a block-diagonal decomposition and the Jordan canonical form of a quaternionic matrix. The location of the standard right eigenvalues of a quaternionic matrix and a sufficient condition for the stability of a perturbed quaternionic matrix are given. As an application, perturbation bounds for the zeros of quaternionic polynomials are derived. Finally, we give numerical examples to illustrate our results.
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1. Introduction. The goal of this paper is the derivation of a Bauer-Fike-type theorem for the right eigenvalues and a perturbation analysis for quaternionic matrices, as well as a specification of the location of the right eigenvalues of a perturbed quaternionic matrix and perturbation bounds for the zeros of quaternionic polynomials. The Bauer-Fike theorem is a standard result in the perturbation theory for diagonalizable matrices over the complex field. The theorem states that if $A \in M_{n}(\mathbb{C})$ is a diagonalizable matrix, with $A=X D X^{-1}$, and $A+E$ is a perturbed matrix, then an upper bound for the distance between a point $\mu \in \Lambda(A+E)$ and the spectrum $\Lambda(A)$ is given by [4]

$$
\begin{equation*}
\min _{\lambda \in \Lambda(A)}|\mu-\lambda| \leq \kappa(X)\|E\| \tag{1.1}
\end{equation*}
$$

Here, $\kappa(X)=\|X\|\left\|X^{-1}\right\|$ is the condition number of the matrix $X$. Applications of the Bauer-Fike theorem over the complex field have been given in [6, 11, 21, 22, 30]. In general, a quaternionic matrix similarity is meaningless for the left eigenvalues. However, there are many results for quaternionic matrices on the similarity and the diagonalizability with respect to the right eigenvalues.

Many authors have extended various results from the complex field to the non-commutative skew field of the quaternions, for instance, the Jordan canonical form, the Schur decomposition, the singular-value decomposition, the diagonalization of quaternionic matrices, etc.; see $[9,17,27,28,33]$. On the other hand, Bauer-Fike-type results, a perturbation analysis of quaternionic matrices, and a perturbation analysis of the zeros of polynomials over a skew field have not yet been studied, even though the corresponding theory over the complex field is well known in the literature. The perturbation analysis over the skew field of quaternions is important in quantum physics, control theory, and mechanics; see, e.g., [1, 19, 25, 28].

Recently, some work on the location of zeros and on finding the zeros of quaternionic polynomials became popular in the literature. Many research papers dealing with the problem

[^0]of finding the zeros of quaternionic polynomials are available; see, e.g., $[7,12,15,16,23$, $24,26,29]$. The focus is put on finding bounds and the location of the zeros of quaternionic polynomials, which both are important research topics; see, e.g., [3, 18, 24].

In this paper, we extend the Bauer-Fike theorem over the complex field to the noncommutative skew-field of quaternions. In particular, a Bauer-Fike-type theorem for the right eigenvalues of a quaternionic diagonalizable matrix is derived. The results on the perturbation theory of quaternionic matrices are presented utilizing the Jordan canonical form and the block-diagonal decomposition form of quaternionic matrices. Also, the localization theorems for the right eigenvalues of quaternionic matrices and a sufficient condition for the stability of a perturbed quaternionic matrix are derived. An application of the aforementioned results about perturbations of quaternionic matrices is the derivation of perturbation bounds for the zeros of quaternionic polynomials of the form

$$
\begin{align*}
& p_{l}(z)=q_{m} z^{m}+q_{m-1} z^{m-1}+\cdots+q_{1} z+q_{0}  \tag{1.2}\\
& p_{r}(z)=z^{m} q_{m}+z^{m-1} q_{m-1}+\cdots+z q_{1}+q_{0} \tag{1.3}
\end{align*}
$$

where $q_{j}, z \in \mathbb{H},(0 \leq j \leq m)$. The polynomials (1.2) and (1.3) are called "simple", and "monic" if $q_{m}=1$.

The paper is organized as follows. In Section 2, the notation and a few results from [9, 20, 33] are given. A Bauer-Fike-type theorem and perturbation theorems for the right eigenvalues of quaternionic matrices are derived in Section 3. The localization theorems for the right eigenvalues and a sufficient condition for the stability of a perturbed quaternionic matrix are also given in Section 3. Section 4 is devoted to the perturbation analysis of quaternionic polynomials. Finally, in Section 5, examples are given to illustrate our results.
2. Notation and preliminaries. Throughout this paper, the following notation and terminology are adopted. $\mathbb{R}$ and $\mathbb{C}$ denote the fields of real and complex numbers, respectively. The set of real quaternions is defined as

$$
\mathbb{H}=\left\{q=a_{0}+a_{1} \mathbf{i}+a_{2} \mathbf{j}+a_{3} \mathbf{k}: a_{0}, a_{1}, a_{2}, a_{3} \in \mathbb{R}\right\}
$$

where $\mathbf{i}^{2}=\mathbf{j}^{2}=\mathbf{k}^{2}=\mathbf{i j} \mathbf{k}=-1$. For $q \in \mathbb{H}$, the conjugate and the modulus of $q$ are defined by $\bar{q}=a_{0}-a_{1} \mathbf{i}-a_{2} \mathbf{j}-a_{3} \mathbf{k}$ and $|q|:=\sqrt{a_{0}^{2}+a_{1}^{2}+a_{2}^{2}+a_{3}^{2}}$, respectively. $\Re(a)$ and $\Im(a)$ denote the real and imaginary parts of $a \in \mathbb{C}$, respectively. The real part of a quaternion $q=a_{0}+a_{1} \mathbf{i}+a_{2} \mathbf{j}+a_{3} \mathbf{k}$ is defined as $\operatorname{real}(q)=a_{0}$. Let $\mathbb{H}^{n}$ be the collection of all $n$-column vectors with entries in $\mathbb{H}$. For $x \in \mathbb{H}^{n}$, the transpose of $x$ is $x^{T}$. If $x=\left[x_{1}, \ldots, x_{n}\right]^{T}$, then the conjugate of $x$ is defined as $\bar{x}=\left[\overline{x_{1}}, \ldots, \overline{x_{n}}\right]^{T}$, and the conjugate transpose of $x$ is defined as $x^{H}=\left[\overline{x_{1}}, \ldots, \overline{x_{n}}\right]$. For $x, y \in \mathbb{H}^{n}$, let $\langle x, y\rangle:=y^{H} x$ be the inner product and $\|x\|_{2}=\sqrt{\langle x, x\rangle}$ be the norm in $\mathbb{H}^{n}$. The sets of $m \times n$ real, complex, and quaternionic matrices are denoted by $M_{m \times n}(\mathbb{R}), M_{m \times n}(\mathbb{C})$, and $M_{m \times n}(\mathbb{H})$, respectively. These sets are simply denoted by $M_{n}(\mathcal{K}), \mathcal{K} \in\{\mathbb{R}, \mathbb{C}, \mathbb{H}\}$, when $m=n$. $I_{n}$ denotes the $n \times n$ identity matrix. For $A=\left(a_{i j}\right) \in M_{m \times n}(\mathcal{K})$, the conjugate, transpose, and conjugate transpose of $A$ are defined as $\bar{A}=\left(\overline{a_{i j}}\right), A^{T}=\left(a_{j i}\right) \in M_{n \times m}(\mathcal{K})$, and $A^{H}=(\bar{A})^{T} \in M_{n \times m}(\mathcal{K})$, respectively. For $A \in M_{n}(\mathcal{K})$, the Frobenius norm and the spectral norm of $A$ are defined as

$$
\|A\|_{F}=\left[\operatorname{trace}\left(A^{H} A\right)\right]^{1 / 2} \quad \text { and } \quad\|A\|_{2}=\max \left\{\|A x\|_{2}: x \in \mathbb{H}^{n},\|x\|_{2}:=1\right\}
$$

respectively. A matrix $A \in M_{n}(\mathbb{H})$ is said to be Hermitian if $A^{H}=A$, normal if $A^{H} A=A A^{H}$, and invertible (nonsingular) if $A B=B A=I$ for some $B \in M_{n}(\mathbb{H})$, where $I$ is the identity matrix. The closed upper half plane in the complex plane is denoted by $\mathbb{C}^{+}=\{\alpha+\beta i: \alpha, \beta \in \mathbb{R}, \beta \geq 0\}$ and the nonnegative reals by $\mathbb{R}^{+}=\{\alpha: \alpha \in \mathbb{R}, \alpha \geq 0\}$.

Let $A \in M_{n}(\mathbb{H})$ be an invertible matrix. Then the condition number of the matrix $A$ is defined as $\kappa(A)=\|A\|_{2}\left\|A^{-1}\right\|_{2}$. The set of zeros of a quaternionic polynomial $p(z)$ is denoted by $Z_{\mathbb{H}}(p(z))$. The set of complex zeros of a quaternionic polynomial $p(z)$ is denoted by $Z_{\mathbb{C}}(p(z))$. A Jordan block of size $m$ associated with $\lambda \in \mathbb{H}$ is defined as

$$
J_{m}(\lambda)=\left[\begin{array}{ccccc}
\lambda & 1 & 0 & \ldots & 0 \\
0 & \lambda & 1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \ddots & 0 \\
\vdots & \vdots & & \lambda & 1 \\
0 & 0 & \ldots & 0 & \lambda
\end{array}\right] \in M_{m}(\mathbb{H}), \quad \lambda \in \mathbb{H} .
$$

For $x \in \mathbb{H}^{n}$ and $A \in M_{n}(\mathbb{H})$, we define $\operatorname{real}(x)=\frac{1}{2}(x+\bar{x})$ and $\operatorname{real}(A)=\frac{1}{2}(A+\bar{A})$. Any quaternionic vector $x=y_{1}+y_{2} \mathbf{i}+y_{3} \mathbf{j}+y_{4} \mathbf{k} \in \mathbb{H}^{n}$, where $y_{k} \in \mathbb{R}^{n}$, for $k=1,2,3,4$, can be uniquely expressed as

$$
x=\left(y_{1}+y_{2} \mathbf{i}\right)+\left(y_{3}+y_{4} \mathbf{i}\right) \mathbf{j} \equiv x_{1}+x_{2} \mathbf{j}, \quad x_{1}, x_{2} \in \mathbb{C}^{n}
$$

Define a function $\psi: \mathbb{H}^{n} \rightarrow \mathbb{C}^{2 n}$ by

$$
\psi_{x}=\left[\begin{array}{c}
x_{1} \\
-\overline{x_{2}}
\end{array}\right]
$$

The vector $\psi_{x}$ is called the complex adjoint vector of $x$. The function $\psi$ is an injective linear transformation from $\mathbb{H}^{n}$ to $\mathbb{C}^{2 n}$. The formulas for $x_{1}$ and $x_{2}$ are

$$
x_{1}=\operatorname{real}(x)-\operatorname{real}(x \mathbf{i}) \mathbf{i}, \quad x_{2}=-\operatorname{real}(x \mathbf{j})-\operatorname{real}(x \mathbf{k}) \mathbf{i} .
$$

Similarly, any quaternionic matrix $A=B_{1}+B_{2} \mathbf{i}+B_{3} \mathbf{j}+B_{4} \mathbf{k} \in M_{n}(\mathbb{H})$, where $B_{k} \in M_{n}(\mathbb{R})$, for $k=1,2,3,4$, can be uniquely expressed as

$$
A=\left(B_{1}+B_{2} \mathbf{i}\right)+\left(B_{3}+B_{4} \mathbf{i}\right) \mathbf{j} \equiv A_{1}+A_{2} \mathbf{j}, \quad A_{1}, A_{2} \in M_{n}(\mathbb{C})
$$

Define a function $\Psi: M_{n}(\mathbb{H}) \rightarrow M_{2 n}(\mathbb{C})$ by

$$
\Psi_{A}=\left[\begin{array}{cc}
\frac{A_{1}}{-A_{2}} & \frac{A_{2}}{A_{1}}
\end{array}\right] .
$$

The matrix $\Psi_{A}$ is called the complex adjoint matrix of $A$. The function $\Psi$ is an injective $H$-homomorphism. The formulas for $A_{1}$ and $A_{2}$ are

$$
A_{1}=\operatorname{real}(A)-\operatorname{real}(A \mathbf{i}) \mathbf{i}, \quad A_{2}=-\operatorname{real}(A \mathbf{j})-\operatorname{real}(A \mathbf{k}) \mathbf{i}
$$

Due to the non-commutativity of quaternions, there are two type of eigenvalues, namely the right and left eigenvalues, defined as follows:

Definition 2.1. Let $A \in M_{n}(\mathbb{H})$. Then the left, the right, and the standard right eigenvalues, respectively, are defined by

$$
\begin{aligned}
& \Lambda_{l}(A)=\left\{\lambda \in \mathbb{H}: A x=\lambda x \text { for some nonzero } x \in \mathbb{H}^{n}\right\} \\
& \Lambda_{r}(A)=\left\{\lambda \in \mathbb{H}: A x=x \lambda \text { for some nonzero } x \in \mathbb{H}^{n}\right\}, \quad \text { and } \\
& \Lambda_{s}(A)=\left\{\lambda \in \mathbb{C}: A x=x \lambda \text { for some nonzero } x \in \mathbb{H}^{n}, \Im(\lambda) \geq 0\right\} .
\end{aligned}
$$

Let $p, q \in \mathbb{H}$. Then $p$ and $q$ are said to be similar, denoted by $p \sim q$, if

$$
\begin{equation*}
p \sim q \Leftrightarrow \exists 0 \neq r \in \mathbb{H} \text { such that } p=r^{-1} q r . \tag{2.1}
\end{equation*}
$$

The set

$$
\begin{equation*}
[p]=\left\{u \in \mathbb{H}: u=\rho^{-1} p \rho \text { for all } 0 \neq \rho \in \mathbb{H}\right\} \tag{2.2}
\end{equation*}
$$

is called the equivalence class of $p \in \mathbb{H}$. It is well known [33, Theorem 2.2] that

$$
\begin{equation*}
p \sim q \Leftrightarrow \operatorname{real}(p)=\operatorname{real}(q) \text { and }|p|=|q| . \tag{2.3}
\end{equation*}
$$

From (2.1), (2.2), and (2.3), $[p]$ can be written as

$$
\begin{equation*}
[p]=\{x \in \mathbb{H}: \operatorname{real}(x)=\operatorname{real}(p),|x|=|p|\} \tag{2.4}
\end{equation*}
$$

From (2.4), we have $\bar{p} \in[p]$.
Definition 2.2. Let $A \in M_{n}(\mathbb{H})$. Then the quaternionic continuous-time system

$$
\frac{d}{d t} w(t)=A w(t)
$$

is stable if and only if $\Lambda_{r}(A) \subset \mathbb{H}^{-}=\{q \in \mathbb{H}: \operatorname{real}(q)<0\}$.
Definition 2.3. Let $A \in M_{n}(\mathbb{H})$. Then the matrix $A$ is said to be nilpotent if there exists a positive integer $t$ such that $A^{t}=0$, where 0 is the zero matrix.

DEFINITION 2.4. Let $A \in M_{n}(\mathbb{H})$. Then $A$ is said to be a central closed matrix if there exists an invertible matrix $T$ such that $T^{-1} A T=\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right)$, where $\lambda_{i} \in \mathbb{R}$, $(1 \leq i \leq n)$.

Every quaternionic matrix $A \in M_{n}(\mathbb{H})$ has exactly $n$ right eigenvalues which are complex numbers with nonnegative imaginary parts. Those right eigenvalues are said to be the standard right eigenvalues of $A$. Moreover, if $A$ is in triangular form, then every diagonal entry is a right eigenvalue of $A$. Consequently, the $\lambda_{i}$ 's are standard right eigenvalues.

We now present some basic and known facts for a matrix $A \in M_{n}(\mathbb{H})$ and its complex adjoint matrix $\Psi_{A}$ for a further development of our theory.

Theorem 2.5 ([33, Theorem 4.2]). Let $A, B \in M_{n}(\mathbb{H})$, and $\alpha \in \mathbb{R}$. Then
(a) $\Psi_{I_{n}}=I_{2 n}$.
(b) $\Psi_{A B}=\Psi_{A} \Psi_{B}$.
(c) $\Psi_{\alpha A}=\alpha \Psi_{A}$.
(d) $\Psi_{A+B}=\Psi_{A}+\Psi_{B}$.
(e) $\Psi_{A^{H}}=\left(\Psi_{A}\right)^{H}$.
(f) $\Psi_{A^{-1}}=\left(\Psi_{A}\right)^{-1}$ if $A^{-1}$ exists.
(g) $\Psi_{A}$ is unitary, Hermitian, diagonalizable, invertible, or normal if and only if A is unitary, Hermitian, diagonalizable, invertible, or normal, respectively.
Lemma 2.6 ([20, Theorem 4.1]). Let $A \in M_{n}(\mathbb{H})$. Then $\Psi_{A} \in \mathbb{C}^{2 n}$ and

$$
\max _{\|x\|_{2} \neq 0} \frac{\|A x\|_{2}}{\|x\|_{2}}=\max _{\|y\|_{2} \neq 0} \frac{\left\|\Psi_{A} y\right\|_{2}}{\|y\|_{2}}
$$

Next, we give a relation between the spectral norm and the Frobenius norm of a quaternionic matrix.

Lemma 2.7 ([2, Lemma 3.5]). Let $A \in M_{n}(\mathbb{H})$. Then $\|A\|_{2} \leq\|A\|_{F}$.

In general, the trace of a quaternionic matrix is not equal to the sum of the standard right eigenvalues of that quaternionic matrix. For example, consider a quaternionic matrix

$$
A=\left[\begin{array}{ll}
0 & \mathbf{i} \\
\mathbf{j} & 0
\end{array}\right]
$$

The set of right eigenvalues of $A$ is $\Lambda_{r}(A)=\left[\frac{\sqrt{2}}{2}(-1+\mathbf{i})\right] \cup\left[\frac{\sqrt{2}}{2}(1+\mathbf{i})\right]$. Clearly, the standard right eigenvalues of $A$ are $\lambda_{1}=\frac{\sqrt{2}}{2}(-1+\mathbf{i})$ and $\lambda_{2}=\frac{\sqrt{2}}{2}(1+\mathbf{i})$. Hence, $\operatorname{trace}(A)=0 \neq \sqrt{2} \mathbf{i}=\lambda_{1}+\lambda_{2}$. However, the trace of a quaternionic Hermitian matrix is equal to the sum of the standard right eigenvalues of that quaternionic Hermitian matrix. Thus, by the definition of the Frobenius norm of a quaternionic matrix $A \in M_{n}(\mathbb{H})$, we have

$$
\|A\|_{F}^{2}=\operatorname{trace}\left(A^{H} A\right)=\sum_{j=1}^{n} \lambda_{j}\left(A^{H} A\right) \leq n \lambda_{\max }\left(A^{H} A\right)=n\|A\|_{2}^{2}
$$

so that

$$
\|A\|_{F} \leq \sqrt{n}\|A\|_{2}
$$

More interesting results like the Jordan canonical form, the singular-value decomposition, and the Schur decomposition of a quaternionic matrix may be found in [9, 27, 31, 32, 33].

Proposition 2.8 ([27, Proposition 2.7]). Let $A \in M_{n}(\mathbb{H})$. Then there exists an invertible matrix $Y \in M_{n}(\mathbb{H})$ such that

$$
\begin{equation*}
Y^{-1} A Y=\operatorname{diag}\left(J_{m_{1}}\left(\lambda_{1}\right), J_{m_{2}}\left(\lambda_{2}\right), \ldots, J_{m_{k}}\left(\lambda_{k}\right)\right) \tag{2.5}
\end{equation*}
$$

where $\lambda_{i} \in \mathbb{H}, \lambda_{i} \in \Lambda_{s}(A)(1 \leq i \leq k)$, and $J_{m_{i}}\left(\lambda_{i}\right)$ are $m_{i} \times m_{i}$ Jordan blocks with the right eigenvalues $\lambda_{i}$, respectively. Moreover, the right-hand side of (2.5) is uniquely determined by $A$ up to a permutation of diagonal blocks and up to a replacement of each $\lambda_{j}$ with any similar quaternion $\mu_{j}$.

Lemma 2.9 ([33, Theorem 7.2]). Let $A \in M_{m \times n}(\mathbb{H})$ be of rank $r$. Then there exist two unitary matrices, $U \in M_{m}(\mathbb{H})$ and $V \in M_{n}(\mathbb{H})$, such that

$$
U^{H} A V=\left[\begin{array}{cc}
\Sigma_{r} & 0 \\
0 & 0
\end{array}\right]
$$

where $\Sigma_{r}=\operatorname{diag}\left(\sigma_{1}, \ldots, \sigma_{r}\right)$ and $\sigma_{i} \in \mathbb{R}, \sigma_{i}>0$, are the singular values of $A$. A also has $\min \{m, n\}-r$ singular values that are zero.

THEOREM 2.10 ([9, Lemma 3.2]). Let $A \in M_{n}(\mathbb{H})$. Then there exist matrices $T, V \in$ $M_{n}(\mathbb{H})$ such that
(a) $V^{H} A V=T$, where $V$ is a unitary matrix and $T$ is an upper triangular matrix,
(b) every diagonal entry of $T$ is contained in the closed upper complex half plane $\mathbb{C}^{+}$.

THEOREM 2.11 ([9, Theorem 3.3]). Let $A \in M_{n}(\mathbb{H})$ be normal. Then there exist a unitary matrix $V \in M_{n}(\mathbb{H})$ and a diagonal matrix $D \in M_{n}(\mathbb{H})$ such that
(a) $V^{H} A V=D$,
(b) every diagonal entry of $D$ is contained in the closed upper complex half plane $\mathbb{C}^{+}$.
3. Perturbation analysis of quaternionic matrices. Let $A=\left(a_{i j}\right) \in M_{n}(\mathbb{H})$ be partitioned into $k \times k$ blocks,

$$
A=\left(A_{i j}\right)=\left[\begin{array}{cccc}
A_{11} & A_{12} & \ldots & A_{1 k} \\
A_{21} & A_{22} & \ldots & A_{2 k} \\
\vdots & \vdots & \ddots & \vdots \\
A_{k 1} & A_{k 2} & \ldots & A_{k k}
\end{array}\right]_{n \times n}
$$

where $A_{i, j} \in M_{n_{i}, n_{j}}(\mathbb{H})$ is the $(i, j)$-block of $A$ such that $n_{1}+\cdots+n_{k}=n$. We now derive some lemmas needed for the development of our theory.

Lemma 3.1. Let $a, b \in \mathbb{C}^{+}$. Then $|a-b| \leq|\bar{a}-b|$.
Proof. Suppose that $a=x+\mathbf{i} y$ and $b=p+\mathbf{i} q$, where $x, p \in \mathbb{R}$ and $y, q \in \mathbb{R}^{+}$. We have

$$
\begin{align*}
|a-b| & =|x+\mathbf{i} y-(p+\mathbf{i} q)|  \tag{3.1}\\
|\bar{a}-b| & =|(x-p)+\mathbf{i}(y-q)|,  \tag{3.2}\\
|x-\mathbf{i} y-(p+\mathbf{i} q)| & =|(x-p)+\mathbf{i}(y+q)| .
\end{align*}
$$

It is known that if $y, q \in \mathbb{R}^{+}$, then $y+q \geq y-q$. Hence, from (3.1) and (3.2), we have $|a-b| \leq|\bar{a}-b|$.

Lemma 3.2. Consider $\alpha_{k}, \beta_{k}, \gamma_{k} \in \mathbb{R}$, where $k=1,2$, and $\alpha_{1}^{2}+\beta_{1}^{2}+\gamma_{1}^{2}=1$ and $\alpha_{2}^{2}+\beta_{2}^{2}+\gamma_{2}^{2}=1$. Then, $\alpha_{1} \alpha_{2}+\beta_{1} \beta_{2}+\gamma_{1} \gamma_{2} \leq 1$.

Proof. We have

$$
\left(\alpha_{1}-\alpha_{2}\right)^{2}+\left(\beta_{1}-\beta_{2}\right)^{2}+\left(\gamma_{1}-\gamma_{2}\right)^{2}=2-2\left(\alpha_{1} \alpha_{2}+\beta_{1} \beta_{2}+\gamma_{1} \gamma_{2}\right) \geq 0
$$

that is, $\alpha_{1} \alpha_{2}+\beta_{1} \beta_{2}+\gamma_{1} \gamma_{2} \leq 1$.
Lemma 3.3. Let $\lambda, \mu \in \mathbb{C}^{+}$, and let $\rho, \eta \in \mathbb{H} \backslash\{0\}$. Then $|\lambda-\mu| \leq\left|\rho^{-1} \lambda \rho-\eta^{-1} \mu \eta\right|$. Proof. Consider
$\lambda=\lambda^{\prime}+\lambda^{\prime \prime} \mathbf{i}, \quad \mu=\mu^{\prime}+\mu^{\prime \prime} \mathbf{i}, \quad \rho^{-1} \mathbf{i} \rho=\alpha_{1} \mathbf{i}+\beta_{1} \mathbf{j}+\gamma_{1} \mathbf{k}, \quad \eta^{-1} \mathbf{i} \eta=\alpha_{2} \mathbf{i}+\beta_{2} \mathbf{j}+\gamma_{2} \mathbf{k}$,
where $\alpha_{k}, \beta_{k}, \gamma_{k} \in \mathbb{R}$, for $k=1,2$, with $\alpha_{1}^{2}+\beta_{1}^{2}+\gamma_{1}^{2}=\alpha_{2}^{2}+\beta_{2}^{2}+\gamma_{2}^{2}=1$. Then

$$
P=|\lambda-\mu|^{2}=\left(\lambda^{\prime}-\mu^{\prime}\right)^{2}+\left(\lambda^{\prime \prime}\right)^{2}+\left(\mu^{\prime \prime}\right)^{2}-2 \lambda^{\prime \prime} \mu^{\prime \prime} .
$$

Also,

$$
\begin{aligned}
Q= & \left|\rho^{-1} \lambda \rho-\eta^{-1} \mu \eta\right|^{2} \\
= & \left(\lambda^{\prime}-\mu^{\prime}\right)^{2}+\left(\lambda^{\prime \prime} \alpha_{1}-\mu^{\prime \prime} \alpha_{2}\right)^{2}+\left(\lambda^{\prime \prime} \beta_{1}-\mu^{\prime \prime} \beta_{2}\right)^{2}+\left(\lambda^{\prime \prime} \gamma_{1}-\mu^{\prime \prime} \gamma_{2}\right)^{2} \\
= & \left(\lambda^{\prime}-\mu^{\prime}\right)^{2}+\left(\lambda^{\prime \prime}\right)^{2}\left[\alpha_{1}^{2}+\beta_{1}^{2}+\gamma_{1}^{2}\right]+\left(\mu^{\prime \prime}\right)^{2}\left[\alpha_{2}^{2}+\beta_{2}^{2}+\gamma_{2}^{2}\right] \\
& \quad-2 \lambda^{\prime \prime} \mu^{\prime \prime}\left[\alpha_{1} \alpha_{2}+\beta_{1} \beta_{2}+\gamma_{1} \gamma_{2}\right] .
\end{aligned}
$$

From Lemma 3.2, we have

$$
\alpha_{1} \alpha_{2}+\beta_{1} \beta_{2}+\gamma_{1} \gamma_{2}<1 .
$$

Thus $P \leq Q$, that is,

$$
|\lambda-\mu| \leq\left|\rho^{-1} \lambda \rho-\eta^{-1} \mu \eta\right| .
$$

Lemma 3.4. Let $A \in M_{n}(\mathbb{H})$ such that $A^{t}=0_{n}$ for some positive integer $t$, where $0_{n}$ is the $n \times n$ zero matrix. Then $\Psi_{A}^{t}=0_{2 n}$, where $0_{2 n}$ is the $2 n \times 2 n$ zero matrix.

Proof. Consider $A \in M_{n}(\mathbb{H})$ such that $A^{t}=0_{n}$ for some positive integer $t$. Then by taking the complex adjoint matrix of $A^{t}=0_{n}$ and by applying Theorem 2.5, we have $\Psi_{A^{t}}=\Psi_{0_{n}} \Rightarrow \Psi_{A}^{t}=0_{2 n}$.

Lemma 3.5. Let $T \in M_{n}(\mathbb{H})$ be partitioned as follows:

$$
\left.T=\begin{array}{c} 
\\
p \\
q
\end{array} \begin{array}{cc}
p & q \\
T_{11} & T_{12} \\
0 & T_{22}
\end{array}\right] .
$$

Define the linear transformation $\phi: M_{p \times q}(\mathbb{H}) \rightarrow M_{p \times q}(\mathbb{H})$ by $\phi(X)=T_{11} X-X T_{22}$, where $X \in M_{p \times q}(\mathbb{H})$. Then $\phi$ is invertible if and only if $\Lambda_{r}\left(T_{11}\right) \cap \Lambda_{r}\left(T_{22}\right)=\emptyset$. If $\phi$ is invertible and $Y \in M_{n}(\mathbb{H})$ is defined by

$$
Y=\left[\begin{array}{cc}
I_{p} & Z \\
0 & I_{q}
\end{array}\right], \quad \phi(Z)=-T_{12}
$$

then $Y^{-1} T Y=\operatorname{diag}\left(T_{11}, T_{22}\right)$.
Proof. Let $X \in M_{p \times q}(\mathbb{H})$. Then from Lemma 2.9, we have

$$
U^{H} X V=\stackrel{r}{p-r}\left[\begin{array}{cc}
r & q-r  \tag{3.3}\\
\Sigma_{r} & 0 \\
0 & 0
\end{array}\right]
$$

where $\Sigma_{r}=\operatorname{diag}\left(\sigma_{i}\right)$ and $r=\operatorname{rank}(X)$. Assume $\phi(X)=0$ for $X \neq 0$. Substituting (3.3) into the quaternionic matrix equation $T_{11} X=X T_{22}$ yields

$$
\left[\begin{array}{ll}
A_{11} & A_{12} \\
A_{21} & A_{22}
\end{array}\right]\left[\begin{array}{cc}
\Sigma_{r} & 0 \\
0 & 0
\end{array}\right]=\left[\begin{array}{cc}
\Sigma_{r} & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{ll}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{array}\right],
$$

where $U^{H} T_{11} U=\left(A_{i j}\right)$ and $V^{H} T_{22} V=\left(B_{i j}\right)$. By comparing blocks we see that $A_{21}=0$, $B_{12}=0$, and $\Lambda_{r}\left(A_{11}\right)=\Lambda_{r}\left(B_{11}\right)$. Consequently,

$$
\emptyset \neq \Lambda_{r}\left(A_{11}\right)=\Lambda_{r}\left(B_{11}\right) \subseteq \Lambda_{r}\left(T_{11}\right) \cap \Lambda_{r}\left(T_{22}\right)
$$

On the other hand, if $\lambda \in \Lambda_{r}\left(T_{11}\right) \cap \Lambda_{r}\left(T_{22}\right)$, then there exist nonzero vectors $x, y \in \mathbb{H}^{n}$ such that

$$
T_{11} x=x \lambda, \quad T_{22}^{H} y=y \lambda^{H}
$$

Thus, $y^{H} T_{22}=\lambda y^{H}$, and hence $\phi\left(x y^{H}\right)=0$. Finally, if $\phi$ is invertible, then the quaternionic matrix $Z$ exists and

$$
\begin{aligned}
Y^{-1} T Y & =\left[\begin{array}{cc}
I & -Z \\
0 & I
\end{array}\right]\left[\begin{array}{cc}
T_{11} & T_{12} \\
0 & T_{22}
\end{array}\right]\left[\begin{array}{cc}
I & Z \\
0 & I
\end{array}\right] \\
& =\left[\begin{array}{cc}
T_{11} & T_{11} Z-Z T_{22}+T_{12} \\
0 & T_{22}
\end{array}\right]=\left[\begin{array}{cc}
T_{11} & 0 \\
0 & T_{22}
\end{array}\right] .
\end{aligned}
$$

We now establish a block diagonal decomposition of a quaternionic matrix, which reads as follows.

THEOREM 3.6 (Block diagonal decomposition). Suppose that

$$
U^{H} A U=T=\left[\begin{array}{cccc}
T_{11} & T_{12} & \ldots & T_{1 q} \\
0 & T_{22} & \ldots & T_{2 q} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & T_{q q}
\end{array}\right]
$$

is a Schur decomposition of $A \in M_{n}(\mathbb{H})$, and assume that the diagonal blocks $T_{i i}$ are square. If $\Lambda_{r}\left(T_{i i}\right) \cap \Lambda_{r}\left(T_{j j}\right)=\emptyset$ whenever $i \neq j$, then there exists an invertible matrix $Y \in M_{n}(\mathbb{H})$ such that

$$
(U Y)^{-1} A(U Y)=\operatorname{diag}\left(T_{11}, \ldots, T_{q q}\right)
$$

Proof. The proof is immediate by applying Lemma 3.5 and using induction.
3.1. A Bauer-Fike-type theorem for the right eigenvalues of diagonalizable quaternionic matrices. In general, quaternionic matrix similarity is meaningless for the left eigenvalues of a quaternionic matrix. On the other hand, quaternionic matrix similarity exists for right eigenvalues. In addition, the Schur triangularization theorem for the right eigenvalues of a quaternionic matrix has been proved in [9]. In this section, we give an extension of the Bauer-Fike theorem (1.1). An extension of this theorem is not straightforward for the right eigenvalues of a quaternionic diagonalizable matrix. For example, if $\mu$ is a right eigenvalue of the perturbed quaternionic matrix $(A+\Delta A) \in M_{n}(\mathbb{H})$, then there exists a vector $x \in \mathbb{H}^{n}$ such that $(A+\Delta A) x=x \mu \Longrightarrow x \mu-A x=\Delta A x$. However, in general, we cannot write $(\mu I-A) x=\Delta A x$ or $x(\mu I-A)=\Delta A x$ due to the non-commutativity of the quaternions. Fortunately, we can extend the theorem by applying the complex adjoint matrix of a quaternionic matrix and Lemma 3.1, Lemma 2.6, and Lemma 3.3. We now derive the Bauer-Fike-type theorem for a diagonalizable quaternionic matrix.

THEOREM 3.7. Let $A \in M_{n}(\mathbb{H})$ be a diagonalizable matrix, that is, $A=Y \Lambda Y^{-1}$, where $Y \in M_{n}(\mathbb{H})$ is invertible and $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ with $\lambda_{i}$ being the standard right eigenvalues of $A$. If $\mu$ is a standard right eigenvalue of $A+\Delta A$, then

$$
\operatorname{dist}\left(\mu, \Lambda_{s}(A)\right)=\min _{\lambda_{i} \in \Lambda_{s}(A)}\left\{\left|\lambda_{i}-\mu\right|\right\} \leq \kappa(Y)\|\Delta A\|_{2}
$$

Moreover, we have

$$
\operatorname{dist}\left(\xi, \Lambda_{r}(A)\right)=\inf _{\eta_{j} \in \Lambda_{r}(A)}\left\{\left|\eta_{j}-\xi\right|\right\} \leq \kappa(Y)\|\Delta A\|_{2}
$$

where $\xi \in \Lambda_{r}(A+\Delta A)$ and $\kappa(\cdot)$ is the condition number with respect to the matrix 2-norm.
Proof. Let $\lambda_{i} \neq \mu$ for any $i$. Since $\mu$ is a standard right eigenvalue of $A+\Delta A$, there exists $0 \neq x \in \mathbb{H}^{n}$ such that $(A+\Delta A) x=x \mu$. This system is equivalent to the complex system

$$
\Psi_{A+\Delta A} \psi_{x}=\mu \psi_{x}
$$

which implies

$$
\left(\Psi_{A+\Delta A}-\mu I_{2 n}\right) \psi_{x}=0
$$

From this we can conclude that

$$
\left(\Psi_{A}+\Psi_{\Delta A}-\mu I_{2 n}\right) \psi_{x}=0
$$

The above system can be written as

$$
\left(\mu I_{2 n}-\Psi_{Y \Lambda Y^{-1}}\right) \psi_{x}=\Psi_{\Delta A} \psi_{x}
$$

and further as

$$
\Psi_{Y}\left(\mu I_{2 n}-\Psi_{\Lambda}\right) \Psi_{Y^{-1}} \psi_{x}=\Psi_{\Delta A} \psi_{x}
$$

Thus,

$$
\left(\mu I_{2 n}-\Psi_{\Lambda}\right)\left(\Psi_{Y}\right)^{-1} \psi_{x}=\left(\Psi_{Y}\right)^{-1} \Psi_{\Delta A} \psi_{x}
$$

which yields

$$
\left(\Psi_{Y}\right)^{-1} \psi_{x}=\left(\mu I_{2 n}-\Psi_{\Lambda}\right)^{-1}\left[\left(\Psi_{Y}\right)^{-1} \Psi_{\Delta A} \Psi_{Y}\right]\left(\Psi_{Y}\right)^{-1} \psi_{x}
$$

Taking the matrix 2-norm (operator norm) on both sides, we get

$$
\begin{aligned}
\left\|\left(\Psi_{Y}\right)^{-1} \psi_{x}\right\|_{2} & \left.\leq\left\|\left(\mu I_{2 n}-\Psi_{\Lambda}\right)^{-1}\right\|_{2} \|\left(\Psi_{Y}\right)^{-1} \Psi_{\Delta A} \Psi_{Y}\right]\left\|_{2}\right\|\left(\Psi_{Y}\right)^{-1} \psi_{x} \|_{2} \\
1 & \leq\left\|\left(\mu I_{2 n}-\Psi_{\Lambda}\right)^{-1}\right\|_{2}\left\|\left(\Psi_{Y}\right)^{-1}\right\|_{2}\left\|\Psi_{\Delta A}\right\|_{2}\left\|\Psi_{Y}\right\|_{2} \\
1 & \leq \max _{\lambda_{i} \in \Lambda_{\mathbf{s}}(A)}\left\{\frac{1}{\left|\lambda_{i}-\mu\right|}, \frac{1}{\left|\overline{\lambda_{i}}-\mu\right|}\right\}\left\|\left(\Psi_{Y}\right)^{-1}\right\|_{2}\left\|\Psi_{\Delta A}\right\|_{2}\left\|\Psi_{Y}\right\|_{2}
\end{aligned}
$$

From Lemma 3.1, we have

$$
\begin{aligned}
1 & \leq \max _{\lambda_{i} \in \Lambda_{\mathbf{s}}(A)}\left\{\frac{1}{\left|\lambda_{i}-\mu\right|}\right\}\left\|\left(\Psi_{Y}\right)^{-1}\right\|_{2}\left\|\Psi_{\Delta A}\right\|_{2}\left\|\Psi_{Y}\right\|_{2} \\
& \leq \frac{1}{\min _{\lambda_{i} \in \Lambda_{s}(A)}\left\{\left|\lambda_{i}-\mu\right|\right\}} \kappa\left(\Psi_{Y}\right)\left\|\Psi_{\Delta A}\right\|_{2} \\
& \leq \min _{\lambda_{i} \in \Lambda_{\mathbf{s}}(A)}\left\{\left|\lambda_{i}-\mu\right|\right\} \kappa\left(\Psi_{Y}\right)\left\|\Psi_{\Delta A}\right\|_{2}
\end{aligned}
$$

From Lemma 2.6, we obtain

$$
\min _{\lambda_{i} \in \Lambda_{s}(A)}\left\{\left|\lambda_{i}-\mu\right|\right\} \leq \kappa(Y)\|\Delta A\|_{2}
$$

Lemma 3.3 yields

$$
\min _{\lambda_{i} \in \Lambda_{s}(A)}\left\{\left|\lambda_{i}-\mu\right|\right\}=\inf _{\eta_{j} \in \Lambda_{r}(A)}\left\{\left|\eta_{j}-\xi\right|\right\}
$$

where $\xi \in \Lambda_{r}(A+\Delta A)$. Hence,

$$
\inf _{\eta_{j} \in \Lambda_{r}(A)}\left\{\left|\eta_{j}-\xi\right|\right\} \leq \kappa(Y)\|\Delta A\|_{2}
$$

In particular, when $A \in M_{n}(\mathbb{H})$ is normal, Theorem 3.7 leads to the following corollary.
Corollary 3.8. Let $A \in M_{n}(\mathbb{H})$ be a normal matrix, and let $\mu$ be a standard right eigenvalue of the perturbed quaternionic matrix $A+\Delta A$. Then

$$
\operatorname{dist}\left(\mu, \Lambda_{s}(A)\right)=\min _{\lambda_{i} \in \Lambda_{s}(A)}\left\{\left|\lambda_{i}-\mu\right|\right\} \leq\|\Delta A\|_{2}
$$

Moreover, we have

$$
\operatorname{dist}\left(\xi, \Lambda_{r}(A)\right)=\min _{\eta_{j} \in \Lambda_{r}(A)}\left\{\left|\eta_{j}-\xi\right|\right\} \leq\|\Delta A\|_{2}
$$

where $\xi \in \Lambda_{r}(A+\Delta A)$.
Many relative perturbation bounds for the eigenvalues of a nonsingular complex diagonalizable matrix have been proved in [8]. However, due to the non-commutativity of quaternions, the relative perturbation result [8, Corollary 2.2] is not easily extendable. Here, we extend the result [8, Corollary 2.2] from the complex field to the skew field of the quaternions by using the complex adjoint matrix of a quaternionic matrix and our results. We next derive the following theorem for a relative perturbation bound of the right eigenvalues.

THEOREM 3.9. Let $A \in M_{n}(\mathbb{H})$ be an invertible and diagonalizable matrix, that is, $A=Y \Lambda Y^{-1}$, where $Y \in M_{n}(\mathbb{H})$ is invertible and $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ with $\lambda_{i}$ being the standard right eigenvalues of $A$. If $\mu$ is a standard right eigenvalue of $A+\Delta A$, then

$$
\operatorname{dist}\left(\mu, \Lambda_{s}(A)\right)=\min _{\lambda_{i} \in \Lambda_{s}(A)}\left\{\frac{\left|\lambda_{i}-\mu\right|}{\left|\lambda_{i}\right|}\right\} \leq \kappa(Y)\left\|A^{-1} \Delta A\right\|_{2}
$$

Moreover, we have

$$
\operatorname{dist}\left(\xi, \Lambda_{r}(A)\right)=\inf _{\eta_{j} \in \Lambda_{r}(A)}\left\{\frac{\left|\eta_{j}-\xi\right|}{\left|\eta_{j}\right|}\right\} \leq \kappa(Y)\left\|A^{-1} \Delta A\right\|_{2}
$$

where $\xi \in \Lambda_{r}(A+\Delta A)$ and $\kappa(Y)=\|Y\|_{2}\left\|Y^{-1}\right\|_{2}$ is the condition number of $Y$ with respect to the matrix 2-norm.

Proof. Let $\lambda_{i} \neq \mu$ for any $i$. Since $\mu$ is a standard right eigenvalue of $A+\Delta A$, there exists $0 \neq x \in \mathbb{H}^{n}$ such that $(A+\Delta A) x=x \mu$. This system is equivalent to the complex system $\Psi_{A+\Delta A} \psi_{x}=\mu \psi_{x}$. Since $A$ is an invertible matrix, by multiplying with $-\Psi_{A^{-1}}$ from the left, we obtain

$$
\begin{aligned}
-\Psi_{A^{-1}}\left(\Psi_{A}+\Psi_{\Delta A}\right) \psi_{x} & =-\mu \Psi_{A^{-1}} \psi_{x} \\
\left(-I_{2 n}-\Psi_{A^{-1} \Delta A}\right) \psi_{x} & =-\mu \Psi_{A^{-1}} \psi_{x} \\
\left(\mu \Psi_{A^{-1}}-I_{2 n}\right) & =\Psi_{A^{-1} \Delta A} \psi_{x}
\end{aligned}
$$

The matrix $A$ is diagonalizable, that is, $A=Y \Lambda Y^{-1}$, so

$$
\begin{aligned}
\left(\mu \Psi_{Y \Lambda^{-1} Y^{-1}}-I_{2 n}\right) \psi_{x} & =\Psi_{A^{-1} \Delta A} \psi_{x} \\
\Psi_{Y}\left(\mu \Psi_{\Lambda^{-1}}-I_{2 n}\right) \Psi_{Y^{-1}} \psi_{x} & =\Psi_{A^{-1} \Delta A} \psi_{x}
\end{aligned}
$$

After some manipulation, we get

$$
\left(\Psi_{Y}\right)^{-1} \psi_{x}=\left(\mu \Psi_{\Lambda^{-1}}-I_{2 n}\right)^{-1}\left[\left(\Psi_{Y}\right)^{-1} \Psi_{A^{-1} \Delta A} \Psi_{Y}\right]\left(\Psi_{Y}\right)^{-1} \psi_{x}
$$

By applying the method of proof of Theorem 3.7, we have

$$
\operatorname{dist}\left(\mu, \Lambda_{s}(A)\right)=\min _{\lambda_{i} \in \Lambda_{s}(A)}\left\{\frac{\left|\lambda_{i}-\mu\right|}{\left|\lambda_{i}\right|}\right\} \leq \kappa(Y)\left\|A^{-1} \Delta A\right\|_{2}
$$

as well as

$$
\operatorname{dist}\left(\xi, \Lambda_{r}(A)\right)=\inf _{\eta_{j} \in \Lambda_{r}(A)}\left\{\frac{\left|\eta_{j}-\xi\right|}{\left|\eta_{j}\right|}\right\} \leq \kappa(Y)\left\|A^{-1} \Delta A\right\|_{2}
$$

where $\xi \in \Lambda_{r}(A+\Delta A)$.
Theorem 5.1 of [14] gives a universal eigenvalue bound. We extend this theorem from the complex field to the skew field of quaternions as follows.

THEOREM 3.10. Let $A \in M_{n}(\mathbb{H})$ be an invertible and diagonalizable matrix, that is, $A=Y \Lambda Y^{-1}$, where $Y \in M_{n}(\mathbb{H})$ is invertible and $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ with $\lambda_{i}$ being the standard right eigenvalues of $A$. If $\mu$ is a standard right eigenvalue of the invertible quaternionic perturbed matrix $A+\Delta A$, then

$$
\min _{\lambda_{i} \in \Lambda_{s}(A)}\left\{\frac{\left|\lambda_{i}-\mu\right|}{\left|\lambda_{i}\right|^{p}|\mu|^{q}}\right\} \leq \kappa(Y)\left\|A^{-p} \Delta A(A+\Delta A)^{-q}\right\|_{2} .
$$

Moreover, we have

$$
\inf _{\eta_{j} \in \Lambda_{r}(A)}\left\{\frac{\left|\eta_{j}-\xi\right|}{\left|\eta_{i}\right|^{p}|\xi|^{q}}\right\} \leq \kappa(Y)\left\|A^{-p} \Delta A(A+\Delta A)^{-q}\right\|_{2}
$$

where $\xi \in \Lambda_{r}(A+\Delta A)$ and $\kappa(\cdot)$ is the condition number with respect to the matrix 2-norm.

Proof. If $\mu \in \Lambda_{s}(A)$, then the result follows. We assume that $\mu \notin \Lambda_{s}(A)$. Since $\mu \notin \Lambda_{s}(A+\Delta A)$, there exists $0 \neq x \in \mathbb{H}^{n}$ such that $(A+\Delta A) x=x \mu$. This quaternion system is equivalent to the complex system

$$
\Psi_{(A+\Delta A)} \psi_{x}=\mu \Psi_{x}
$$

This implies

$$
\psi_{x}=-\left(\Psi_{A}-\mu I_{2 n}\right)^{-1} \Psi_{\Delta A} \psi_{x}
$$

Let $p$ and $q$ be nonnegative integers including zero. Then

$$
\psi_{x}=-\left(\Psi_{A}-\mu I_{2 n}\right)^{-1}\left(\Psi_{A}\right)^{p}\left(\Psi_{A}\right)^{-p} \Psi_{\Delta A}\left(\Psi_{A+\Delta A}\right)^{-q}\left(\Psi_{A+\Delta A}\right)^{q} \psi_{x}
$$

From $\Psi_{(A+\Delta A)} \psi_{x}=\mu \Psi_{x}$, we can easily see that $\left(\Psi_{A+\Delta A}\right)^{q} \psi_{x}=\mu^{q} \psi_{x}$. Thus,

$$
\psi_{x}=-\left[\mu^{-q}\left(\Psi_{A}\right)^{1-p}-\mu^{1-q}\left(\Psi_{A}\right)^{-p}\right]^{-1}\left(\Psi_{A}\right)^{-p} \Psi_{\Delta A}\left(\Psi_{A+\Delta A}\right)^{-q} \psi_{x}
$$

Using $A=Y \Lambda Y^{-1}$, we have

$$
\begin{equation*}
\psi_{x}=-\left[\mu^{-q}\left(\Psi_{Y \Lambda Y-1}\right)^{1-p}-\mu^{1-q}\left(\Psi_{Y \Lambda Y-1}\right)^{-p}\right]^{-1}\left(\Psi_{A}\right)^{-p} \Psi_{\Delta A}\left(\Psi_{A+\Delta A}\right)^{-q} \psi_{x} \tag{3.4}
\end{equation*}
$$

From Theorem 2.5, we have

$$
\begin{aligned}
\left(\Psi_{Y \Lambda Y^{-1}}\right)^{1-p} & =\left(\Psi_{Y} \Psi_{\Lambda} \Psi_{Y^{-1}}\right)^{1-p} \\
& =\left(\Psi_{Y} \Psi_{\Lambda}\left(\Psi_{Y}\right)^{-1}\right)^{1-p}=\left(\Psi_{Y} \Psi_{\Lambda}\left(\Psi_{Y}\right)^{-1}\right)\left(\Psi_{Y} \Psi_{\Lambda}\left(\Psi_{Y}\right)^{-1}\right)^{-p} \\
& =\left(\Psi_{Y} \Psi_{\Lambda}\left(\Psi_{Y}\right)^{-1}\right)\left(\Psi_{Y}\left(\Psi_{\Lambda}\right)^{-1}\left(\Psi_{Y}\right)^{-1}\right)^{p} \\
& =\left(\Psi_{Y}\left(\Psi_{\Lambda}\right)^{-1}\left(\Psi_{Y}\right)^{-1}\right)^{p-1}\left(\Psi_{Y \Lambda Y^{-1}}\right)^{1-p}=\Psi_{Y}\left(\Psi_{\Lambda}\right)^{1-p}\left(\Psi_{Y}\right)^{-1}
\end{aligned}
$$

Similarly, it follows that

$$
\left(\Psi_{Y \Lambda Y^{-1}}\right)^{-p}=\Psi_{Y}\left(\Psi_{\Lambda}\right)^{-p}\left(\Psi_{Y}\right)^{-1}
$$

Thus, (3.4) yields

$$
\begin{aligned}
\psi_{x}=- & {\left[\mu^{-q}\right.} \\
& \Psi_{Y}\left(\Psi_{\Lambda}\right)^{1-p}\left(\Psi_{Y}\right)^{-1} \\
& \left.\quad-\mu^{1-q} \Psi_{Y}\left(\Psi_{\Lambda}\right)^{-p}\left(\Psi_{Y}\right)^{-1}\right]^{-1}\left(\Psi_{A}\right)^{-p} \Psi_{\Delta A}\left(\Psi_{A+\Delta A}\right)^{-q} \psi_{x} \\
\psi_{x}=- & \Psi_{Y}\left[\mu^{-q}\left(\Psi_{\Lambda}\right)^{1-p}-\mu^{1-q}\left(\Psi_{\Lambda}\right)^{-p}\right]^{-1}\left(\Psi_{Y}\right)^{-1} \Psi_{\left(A^{-p} \Delta A(A+\Delta A)^{-q}\right)} \psi_{x}
\end{aligned}
$$

By taking the 2-norm on both sides, we obtain

$$
\begin{gather*}
\left\|\psi_{x}\right\|_{2} \leq\left\|\Psi_{Y}\right\|_{2}\left\|\left(\mu^{-q}\left(\Psi_{\Lambda}\right)^{1-p}-\mu^{1-q}\left(\Psi_{\Lambda}\right)^{-p}\right)^{-1}\right\|_{2} \times  \tag{3.5}\\
\left\|\left(\Psi_{Y}\right)^{-1}\right\|_{2}\left\|\Psi_{\left(A^{-p} \Delta A(A+\Delta A)^{-q}\right)}\right\|_{2}\left\|\psi_{x}\right\|_{2} \\
\text { 6) } 1 \leq\left\|\left(\mu^{-q}\left(\Psi_{\Lambda}\right)^{1-p}-\mu^{1-q}\left(\Psi_{\Lambda}\right)^{-p}\right)^{-1}\right\|_{2} \kappa(Y)\left\|\left(A^{-p} \Delta A(A+\Delta A)^{-q}\right)\right\|_{2} . \tag{3.6}
\end{gather*}
$$

Further, we have

$$
\begin{aligned}
& \left\|\left(\mu^{-q}\left(\Psi_{\Lambda}\right)^{1-p}-\mu^{1-q}\left(\Psi_{\Lambda}\right)^{-p}\right)^{-1}\right\|_{2} \\
& \quad=\max _{\lambda_{i} \in \Lambda_{s}(A)}\left\{\frac{1}{\left|\mu^{-q} \lambda_{i}^{1-p}-\mu^{1-q} \lambda_{i}^{-p}\right|}, \frac{1}{\left|\mu^{-q}\left(\overline{\lambda_{i}}\right)^{1-p}-\mu^{1-q}\left(\overline{\lambda_{i}}\right)^{-p}\right|}\right\} \\
& \quad=\max _{\lambda_{i} \in \Lambda_{s}(A)}\left\{\frac{\left|\lambda_{i}\right|^{p}|\mu|^{q}}{\left|\lambda_{i}-\mu\right|}, \frac{\left|\overline{\lambda_{i}}\right|^{p}|\mu|^{q}}{\left|\overline{\lambda_{i}}-\mu\right|}\right\} .
\end{aligned}
$$

From Lemma 3.1, we obtain

$$
\left\|\left(\mu^{-q}\left(\Psi_{\Lambda}\right)^{1-p}-\mu^{1-q}\left(\Psi_{\Lambda}\right)^{-p}\right)^{-1}\right\|_{2}=\max _{\lambda_{i} \in \Lambda_{s}(A)} \frac{\left|\lambda_{i}\right|^{p}|\mu|^{q}}{\left|\lambda_{i}-\mu\right|}=\frac{1}{\min _{\lambda_{i} \in \Lambda_{s}(A)} \frac{\left|\lambda_{i}-\mu\right|}{\left|\lambda_{i}\right|^{p}|\mu|^{q}}} .
$$

Now, (3.6) gives the inequality

$$
\min _{\lambda_{i} \in \Lambda_{s}(A)}\left\{\frac{\left|\lambda_{i}-\mu\right|}{\left|\lambda_{i}\right|^{p}|\mu|^{q}}\right\} \leq \kappa(Y)\left\|A^{-p} \Delta A(A+\Delta A)^{-q}\right\|_{2} .
$$

As we have already seen,

$$
\min _{\lambda_{i} \in \Lambda_{s}(A)}\left\{\left|\lambda_{i}-\mu\right|\right\}=\inf _{\eta_{j} \in \Lambda_{r}(A)}\left\{\left|\eta_{j}-\xi\right|\right\},
$$

where $\xi \in \Lambda_{r}(A+\Delta A)$. Thus, we arrive at the desired result

$$
\inf _{\eta_{j} \in \Lambda_{r}(A)}\left\{\frac{\left|\eta_{j}-\xi\right|}{\left|\eta_{i}\right|^{p}|\xi|^{q}}\right\} \leq \kappa(Y)\left\|A^{-p} \Delta A(A+\Delta A)^{-q}\right\|_{2} .
$$

Some special cases of Theorem 3.10 give several bounds for the right eigenvalues:
(i) Assume $p=q=0$. Then Theorem 3.10 is identical to Theorem 3.7 (Bauer-Fike-type theorem).
(ii) Assume $p=1, q=0$. Then Theorem 3.10 is identical to Theorem 3.9 (relative perturbation bound).
(iii) Assume $p=0, q=1$. Then Theorem 3.10 gives a new relative perturbation bound, that is,

$$
\min _{\lambda_{i} \in \Lambda_{s}(A)}\left\{\frac{\left|\lambda_{i}-\mu\right|}{|\mu|}\right\} \leq \kappa(Y)\left\|\Delta A(A+\Delta A)^{-1}\right\|_{2}
$$

and

$$
\inf _{\eta_{j} \in \Lambda_{r}(A)}\left\{\frac{\left|\eta_{j}-\xi\right|}{|\xi|}\right\} \leq \kappa(Y)\left\|\Delta A(A+\Delta A)^{-1}\right\|_{2}
$$

It is clear that the perturbed right eigenvalue is in the denominator.
We discuss a localization theorem for the standard right eigenvalues of the perturbed quaternionic matrix $A+\Delta A$. We will see that a right (nonstandard) eigenvalue of the perturbed quaternionic matrix $A+\Delta A$ is not necessarily contained in the union of $n$ discs

$$
\begin{equation*}
\Omega_{i}(A)=\left\{z \in \mathbb{C}:\left|z-\lambda_{i}\right| \leq \kappa(Y)\|\Delta A\|_{2}\right\}, \quad i=1,2, \ldots, n \tag{3.7}
\end{equation*}
$$

where $A$ is diagonalizable, that is, $A=Y \operatorname{diag}\left(\lambda_{i}\right) Y^{-1}$ and $\lambda_{i} \in \Lambda_{s}(A)$. For example, let

$$
A=\left[\begin{array}{cc}
1+\mathbf{i} & 0 \\
0 & \mathbf{i}
\end{array}\right], \quad \Delta A=\left[\begin{array}{cc}
\epsilon & 0 \\
0 & \epsilon
\end{array}\right]
$$

Then

$$
A+\Delta A=\left[\begin{array}{cc}
1+\epsilon+\mathbf{i} & 0 \\
0 & \mathbf{i}+\epsilon
\end{array}\right], \quad\|\Delta A\|_{2}=\epsilon
$$

Since $A$ is normal, $\kappa(Y)=1$. We set $\epsilon=10^{-3}$. From (3.7), we get the following two discs:

$$
\Omega_{1}(A)=\left\{z \in \mathbb{C}:|z-1-\mathbf{i}| \leq 10^{-3}\right\}, \quad \Omega_{2}(A)=\left\{z \in \mathbb{C}:|z-\mathbf{i}| \leq 10^{-3}\right\}
$$

The perturbed matrix $A+\Delta A$ has two standard right eigenvalues, $1+\epsilon+\mathbf{i}$ and $\mathbf{i}+\epsilon$. However, $1+\epsilon-\mathbf{i}$ is also a right eigenvalue of $A+\Delta A$, but it is not contained in any of these discs. Fortunately, from Theorem 3.7, all the standard right eigenvalues of $A+\Delta A$ are contained in the union of the $n$ discs (3.7), that is,

$$
\Lambda_{s}(A+\Delta A) \subseteq \Omega(A)=\bigcup_{i=1}^{n} \Omega_{i}(A)
$$

The following result is a sufficient condition for the stability of the perturbed quaternionic matrix $A+\Delta A$.

Proposition 3.11. Let $A \in M_{n}(\mathbb{H})$ be a diagonalizable matrix, that is, $A=Y \Lambda Y^{-1}$, where $Y \in M_{n}(\mathbb{H})$ is invertible and $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$ with $\lambda_{i}$ being the standard right eigenvalues of $A$. Assume that

$$
\begin{equation*}
\Re\left(\lambda_{i}\right)+\kappa(Y)\|\Delta A\|_{2}<0, \quad i=1,2, \ldots, n . \tag{3.8}
\end{equation*}
$$

Then the perturbed quaternionic matrix $A+\Delta A$ is stable.
Proof. Let $\mu$ be any standard right eigenvalue of $A+\Delta A$. Then from (3.7), we have $\mu \in \bigcup_{i=1}^{n} \Omega_{i}(A)$. Without loss of generality, we may assume $\mu \in \Omega_{l}(A)$, that is,

$$
\left|\mu-\lambda_{l}\right| \leq \kappa(Y)\|\Delta A\|_{2}
$$

Consider $\mu=\mu_{1}+\mu_{2} \mathbf{i}$ and $\lambda_{l}=\lambda_{1}+\lambda_{2} \mathbf{i}$. Now, from (3.8), we obtain

$$
\begin{equation*}
\left|\left(\mu_{1}-\lambda_{1}\right)+\left(\mu_{2}-\lambda_{2}\right) \mathbf{i}\right| \leq-\Re\left(\lambda_{l}\right)=-\lambda_{1} \tag{3.9}
\end{equation*}
$$

The inequality in (3.9) can only be satisfied when $\mu_{1}<0$, that is, $\Re(\mu)<0$. Since $\Re(\mu)=\operatorname{real}\left(\rho^{-1} \mu \rho\right)$ for all $\rho \in \mathbb{H} \backslash\{0\}$, that is, the real part of the standard right eigenvalue $\mu$ and the real part of the corresponding nonstandard right eigenvalues are the same. Thus, $\rho^{-1} \mu \rho \in \mathbb{H}^{-}$. This shows that the matrix $A+\Delta A$ is stable.

Let $A \in M_{n}(\mathbb{H})$ be a central closed matrix. Then, by Theorem 3.7, we obtain

$$
\min _{\lambda_{i} \in \Lambda_{\mathbf{s}}(A)}\left\{\left|\lambda_{i}-\mu\right|\right\} \leq \kappa(Y)\|\Delta A\|_{2}
$$

where $\lambda_{i}$ are the real standard right eigenvalues of $A$, and $\mu$ is a standard right eigenvalue of $A+\Delta A$. Since $\mu$ is a standard right eigenvalue of $A+\Delta A$, there exists $\rho \in \mathbb{H} \backslash\{0\}$ such that $\rho^{-1} \mu \rho=\xi$ is also a right eigenvalue of $A+\Delta A$ and

$$
\left|\lambda_{i}-\mu\right|=\left|\lambda_{i}-\rho \xi \rho^{-1}\right|=\left|\rho\left(\lambda_{i}-\xi\right) \rho^{-1}\right|=\left|\lambda_{i}-\xi\right|, \quad i=1,2, \ldots, n
$$

Thus, we have

$$
\begin{equation*}
\min _{\lambda_{i} \in \Lambda_{\mathbf{r}}(A)}\left\{\left|\lambda_{i}-\xi\right|\right\} \leq \kappa(Y)\|\Delta A\|_{2} \tag{3.10}
\end{equation*}
$$

From inequality (3.10), we can see that all right eigenvalues of $A+\Delta A$ are contained in the union of $n$ balls,

$$
\mathcal{G}_{i}(A)=\left\{z \in \mathbb{H}:\left|z-\lambda_{i}\right| \leq \kappa(Y)\|\Delta A\|_{2}\right\}, \quad i=1,2, \ldots, n
$$

that is,

$$
\Lambda_{r}(A+\Delta A) \subseteq \mathcal{G}(A)=\bigcup_{i=1}^{n} \mathcal{G}_{i}(A)
$$

An interesting result in the perturbation theory in terms of residual vectors states the following [13, Theorem 6.3.14]: if $A \in M_{n}(\mathbb{C})$ is diagonalizable with $A=Y \Lambda Y^{-1}$, where $\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{n}\right)$, and $\tilde{x} \in \mathbb{C}^{n}$ is a given nonzero vector with residual vector $r=A \tilde{x}-\tilde{\lambda} \tilde{x}$ for some given $\tilde{\lambda} \in \mathbb{C}$, then there is an eigenvalue $\lambda_{i}$ of $A$ for which

$$
\begin{equation*}
\left|\tilde{\lambda}-\lambda_{i}\right| \leq \kappa(Y) \frac{\|r\|_{2}}{\|\tilde{x}\|_{2}} \tag{3.11}
\end{equation*}
$$

Several bounds follow as special cases of (3.11):
Case ( $i$ ): If $A$ is normal, then there is some eigenvalue $\lambda_{i}$ of $A$ for which

$$
\left|\tilde{\lambda}-\lambda_{i}\right| \leq \frac{\|r\|_{2}}{\|\tilde{x}\|_{2}}
$$

Case (ii): If $A$ is Hermitian and $\tilde{\lambda}$ is a given real number. Then for $\|\tilde{x}\|_{2}=1$, we have

$$
\begin{equation*}
\left|\tilde{\lambda}-\lambda_{i}\right| \leq\|r\|_{2} \tag{3.12}
\end{equation*}
$$

Since real numbers commute with quaternions, a real left eigenvalue of a matrix $A \in M_{n}(\mathbb{H})$ is also a right eigenvalue of $A$ and vice versa. By applying this argument, we extend the result (3.12) from the complex field to the skew field of quaternions as follows.

Theorem 3.12. Let $A \in M_{n}(\mathbb{H})$ be a Hermitian matrix. For some $\tilde{\mu} \in \mathbb{R}$ and $\tilde{x} \in \mathbb{H}^{n}$ with $\|\tilde{x}\|_{2}=1$, define the residual vector $r=A \tilde{x}-\tilde{\mu} \tilde{x}$. Then $|\tilde{\mu}-\mu| \leq\|r\|_{2}$ for some $\mu \in \Lambda_{r}(A)$.

Proof. Since $\mu \in \Lambda_{r}(A)$, we also have $\mu \in \Lambda_{l}(A)$. Now if $\tilde{\mu} \notin \Lambda_{r}(A)$, then $\tilde{\mu} \notin \Lambda_{l}(A)$. Hence $\left(A-\tilde{\mu} I_{n}\right)^{-1}$ exists, so we can write $r=A \tilde{x}-\tilde{\mu} \tilde{x}$ as

$$
\tilde{x}=\left(A-\tilde{\mu} I_{n}\right)^{-1} r
$$

Since $A$ is a Hermitian matrix, by Theorem 2.11, $A$ is unitarily diagonalizable, that is, $V^{-1} A V=\operatorname{diag}\left(\mu_{i}\right), i=1,2, \ldots, n$, for some quaternionic unitary matrix $V$. Now, by applying the method of proof of Theorem 3.7, we have the desired result

$$
\min _{\mu_{i} \in \Lambda_{\mathbf{s}}(A)}\left\{\left|\tilde{\mu}-\mu_{i}\right|\right\} \leq\|r\|_{2}
$$

3.2. Right eigenvalue perturbation bounds for non-diagonalizable quaternionic matrices. Perturbation bounds for the eigenvalues of a complex matrix in the non-diagonalizable case as well as the block diagonal decomposition of a complex matrix and Jordan blocks have been studied in $[5,10]$. We extend the perturbation result [5, Theorem 2 ] to the quaternionic case via the block diagonal decomposition of quaternionic matrices.

Theorem 3.13. Let $A \in M_{n}(\mathbb{H})$. Consider $A=Y T Y^{-1}, T=\operatorname{diag}\left(V_{1}, \ldots, V_{k}\right)$, where $V_{i}=\Lambda_{i}+N_{i} \in M_{n_{i}}(\mathbb{H})$ is upper triangular, $\Lambda_{i}$ is diagonal, and $N_{i}$ is strict upper triangular, for $i=1,2, \ldots, k$. If $\mu$ is a standard right eigenvalue of $A+\Delta A$, then there exists $\lambda_{j} \in \Lambda_{s}(A)$ such that

$$
\left|\lambda_{j}-\mu\right| \leq \max \left(\chi, \chi^{1 / n_{j}}\right)
$$

where $\chi=\left\|Y^{-1} \Delta A Y\right\|_{2} \sum_{t=0}^{n_{j}-1}\left\|N_{j}\right\|_{2}^{t}$ and $N_{j}^{n_{j}}=0_{n_{j}}$ with $N_{j}^{n_{j}-1} \neq 0_{n_{j}}$.
Proof. Let $\mu \notin \Lambda_{s}(A)$. Since $\mu$ is a standard right eigenvalue of $A+\Delta A$, there exists $0 \neq x \in \mathbb{H}^{n}$ such that $(A+\Delta A) x=x \mu$. Then, following the method of proof of Theorem 3.7, we get

$$
\begin{equation*}
1 \leq\left\|\left(\mu I_{2 n}-\Psi_{T}\right)^{-1}\right\|_{2}\left\|Y^{-1} \Delta A Y\right\|_{2} \tag{3.13}
\end{equation*}
$$

We have that

$$
\frac{1}{\left\|\left(\mu I_{2 n}-\Psi_{T}\right)^{-1}\right\|_{2}}=\frac{1}{\max _{1 \leq i \leq k}\left\|\left(\mu I_{2 n_{i}}-\Psi_{V_{i}}\right)^{-1}\right\|_{2}}=\frac{1}{\left\|\left(\mu I_{2 n_{j}}-\Psi_{V_{j}}\right)^{-1}\right\|_{2}}
$$

Define

$$
\begin{equation*}
\tau=\frac{1}{\left\|\left(\mu I_{2 n_{j}}-\Psi_{\Lambda_{j}}\right)^{-1}\right\|_{2}}=\frac{1}{\max \left\{\frac{1}{\left|\mu-\lambda_{j}\right|}, \frac{1}{\left|\mu-\overline{\lambda_{j}}\right|}\right\}}=\left|\mu-\lambda_{j}\right| \tag{3.14}
\end{equation*}
$$

Since $N_{j}^{n_{j}}=0$, from Lemma 3.4, we obtain $\Psi_{N_{j}}^{n_{j}}=0$. As $N_{j}$ is a strict upper triangular quaternionic matrix, $\Psi_{N_{j}}$ is also strict upper triangular. Hence,

$$
\left(\mu I_{2 n_{j}}-\Psi_{\Lambda_{j}}\right) \Psi_{N_{j}}=\Psi_{N_{j}}\left(\mu I_{2 n_{j}}-\Psi_{\Lambda_{j}}\right)
$$

Therefore,

$$
\left[\left(\mu I_{2 n_{j}}-\Psi_{\Lambda_{j}}\right)^{-1} \Psi_{N_{j}}\right]^{n_{j}}=0
$$

Consequently, we get

$$
\left(\mu I_{2 n_{j}}-\Psi_{V_{j}}\right)^{-1}=\sum_{t=0}^{n_{j}-1}(-1)^{t}\left[\left(\mu I_{2 n_{j}}-\Psi_{\Lambda_{j}}\right)^{-1} \Psi_{N_{j}}\right]^{t}\left(\mu I_{2 n_{j}}-\Psi_{\Lambda_{j}}\right)^{-1}
$$

Thus, we have

$$
\left\|\left(\mu I_{2 n}-\Psi_{T}\right)^{-1}\right\|_{2}=\left\|\left(\mu I_{2 n_{j}}-\Psi_{V_{j}}\right)^{-1}\right\|_{2} \leq \frac{1}{\tau} \sum_{t=0}^{n_{j}-1}\left[\frac{\left\|N_{j}\right\|_{2}}{\tau}\right]^{t}
$$

If $\tau>1$, then

$$
\begin{equation*}
\left\|\left(\mu I_{2 n_{j}}-\Psi_{V_{j}}\right)^{-1}\right\|_{2} \leq \frac{1}{\tau} \sum_{t=0}^{n_{j}-1}\left\|N_{j}\right\|_{2}^{t} \tag{3.15}
\end{equation*}
$$

From (3.13), (3.14), and (3.15), we obtain

$$
1 \leq \frac{1}{\tau} \sum_{t=0}^{n_{j}-1}\left\|N_{j}\right\|_{2}^{t}\left(\left\|Y^{-1} \Delta A Y\right\|_{2}\right)
$$

Let $\chi=\left\|Y^{-1} \Delta A Y\right\|_{2} \sum_{t=0}^{n_{j}-1}\left\|N_{j}\right\|_{2}^{t}$. Then, $\tau \leq \chi$. If $\tau \leq 1$, then

$$
\begin{equation*}
\left\|\left(\mu I_{2 n}-\Psi_{T}\right)^{-1}\right\|_{2}=\left\|\left(\mu I_{2 n_{j}}-\Psi_{V_{j}}\right)^{-1}\right\|_{2} \leq \frac{1}{\tau^{n_{j}}} \sum_{t=0}^{n_{j}-1}\left\|N_{j}\right\|_{2}^{t} \tag{3.16}
\end{equation*}
$$

Hence, (3.13), (3.14), and (3.16) yield

$$
1 \leq \frac{1}{\tau^{n_{j}}} \sum_{t=0}^{n_{j}-1}\left\|N_{j}\right\|_{2}^{t}\left(\left\|Y^{-1} \Delta A Y\right\|_{2}\right)
$$

Thus, $\tau^{n_{j}} \leq \chi$, and hence, $\tau \leq \chi^{n_{j}}$. From the above, it is clear that $\left|\lambda_{j}-\mu\right| \leq \max \left(\chi, \chi^{1 / n_{j}}\right)$, where

$$
\chi=\left\|Y^{-1} \Delta A Y\right\|_{2} \sum_{t=0}^{n_{j}-1}\left\|N_{j}\right\|_{2}^{t}
$$

By taking an idea of [10, Corollary 1], we present a perturbation result for quaternionic matrices via the Jordan canonical form of a quaternionic matrix.

THEOREM 3.14. Let $A \in M_{n}(\mathbb{H})$ with $Y^{-1} A Y=J=\operatorname{diag}\left(J_{m_{i}}\left(\lambda_{i}\right)\right)$, where $J_{m_{i}}\left(\lambda_{i}\right)(1 \leq i \leq t)$ are the Jordan blocks of $A$. Let $\Delta A \in M_{n}(\mathbb{H})$. If $\mu$ is a standard right eigenvalue of $A+\Delta A$, then

$$
\min _{1 \leq i \leq t}\left\{\frac{1}{\left\|\left(J_{m_{i}}\left(\lambda_{i}\right)-\mu I_{m_{i}}\right)^{-1}\right\|_{2}}, \frac{1}{\left\|\left(\overline{J_{m_{i}}\left(\lambda_{i}\right)}-\mu I_{m_{i}}\right)^{-1}\right\|_{2}}\right\} \leq \kappa(Y)\|\Delta A\|_{2}
$$

where $\kappa(\cdot)$ is the condition number with respect to the matrix 2-norm.
Proof. If $\mu$ is not a standard right eigenvalue of any of the Jordan block matrices $J_{m_{i}}\left(\lambda_{i}\right)$, then the statement is nontrivial. Since $\mu$ is a standard right eigenvalue of $A+\Delta A$, there exists $0 \neq x \in \mathbb{H}^{n}$ such that $(A+\Delta A) x=x \mu$, and this system is equivalent to the complex system
$\Psi_{A+\Delta A} \psi_{x}=\mu \psi_{x} \quad \Leftrightarrow \quad\left(\Psi_{A+\Delta A}-\mu I_{2 n}\right) \psi_{x}=0 \quad \Leftrightarrow \quad\left(\Psi_{A}+\Psi_{\Delta A}-\mu I_{2 n}\right) \psi_{x}=0$.
Thus, $A$ has a Jordan canonical form via the invertible quaternionic matrix $Y$. Hence,

$$
\begin{aligned}
\left(\mu I_{2 n}-\Psi_{Y \operatorname{diag}\left(J_{m_{i}}\left(\lambda_{i}\right)\right) Y^{-1}}\right) \psi_{x} & =\Psi_{\Delta A} \psi_{x} \\
\left.\Psi_{Y}\left(\mu I_{2 n}-\Psi_{\operatorname{diag}\left(J_{m_{i}}\right.}\left(\lambda_{i}\right)\right)\right) \Psi_{Y^{-1}} \psi_{x} & =\Psi_{\Delta A} \psi_{x} \\
\left.\left(\mu I_{2 n}-\Psi_{\operatorname{diag}\left(J_{m_{i}}\right.}\left(\lambda_{i}\right)\right)\right)\left(\Psi_{Y}\right)^{-1} \psi_{x} & =\left(\Psi_{Y}\right)^{-1} \Psi_{\Delta A} \psi_{x} .
\end{aligned}
$$

This implies that

$$
\left(\Psi_{Y}\right)^{-1} \psi_{x}=\left(\mu I_{2 n}-\Psi_{\operatorname{diag}\left(J_{m_{i}}\left(\lambda_{i}\right)\right)}\right)^{-1}\left[\left(\Psi_{Y}\right)^{-1} \Psi_{\Delta A} \Psi_{Y}\right]\left(\Psi_{Y}\right)^{-1} \psi_{x}
$$

Taking the matrix 2-norm on both sides of the above equation, we obtain

$$
\begin{array}{r}
\left\|\left(\Psi_{Y}\right)^{-1} \psi_{x}\right\|_{2} \leq\left\|\left(\mu I_{2 n}-\Psi_{\operatorname{diag}\left(J_{m_{i}}\left(\lambda_{i}\right)\right)}\right)^{-1}\right\|_{2}\left\|\left[\left(\Psi_{Y}\right)^{-1} \Psi_{\Delta A} \Psi_{Y}\right]\right\|_{2}\left\|\left(\Psi_{Y}\right)^{-1} \psi_{x}\right\|_{2} \\
1 \leq\left\|\left(\mu I_{2 n}-\Psi_{\operatorname{diag}\left(J_{m_{i}}\left(\lambda_{i}\right)\right)}\right)^{-1}\right\|_{2}\left\|\left(\Psi_{Y}\right)^{-1}\right\|_{2}\left\|\Psi_{\Delta A}\right\|_{2}\left\|\Psi_{Y}\right\|_{2} \\
1 \leq \max _{1 \leq i \leq t}\left\{\left\|\left(J_{m_{i}}\left(\lambda_{i}\right)-\mu I_{m_{i}}\right)^{-1}\right\|_{2},\left\|\left(\overline{J_{m_{i}}\left(\lambda_{i}\right)}-\mu I_{m_{i}}\right)^{-1}\right\|_{2}\right\} \times \\
\left\|\left(\Psi_{Y}\right)^{-1}\right\|_{2}\left\|\Psi_{\Delta A}\right\|_{2}\left\|\Psi_{Y}\right\|_{2} \\
1 \leq \max _{1 \leq i \leq t}\left\{\left\|\left(J_{m_{i}}\left(\lambda_{i}\right)-\mu I_{m_{i}}\right)^{-1}\right\|_{2},\left\|\left(\overline{J_{m_{i}}\left(\lambda_{i}\right)}-\mu I_{m_{i}}\right)^{-1}\right\|_{2}\right\} \times \\
\left\|\left(\Psi_{Y}\right)^{-1}\right\|_{2}\left\|\Psi_{\Delta A}\right\|_{2}\left\|\Psi_{Y}\right\|_{2} .
\end{array}
$$

The above inequality can be rewritten as

$$
\begin{aligned}
&\left.\left.\frac{1}{\max _{1 \leq i \leq t}\left\{\left\|\left(J_{m_{i}}\left(\lambda_{i}\right)-\mu I_{m_{i}}\right)^{-1}\right\|_{2}, \|\left(\overline{J_{m_{i}}\left(\lambda_{i}\right)}\right.\right.}-\mu I_{m_{i}}\right)^{-1} \|_{2}\right\} \\
& \leq\left\|\left(\Psi_{Y}\right)^{-1}\right\|_{2}\left\|\Psi_{\Delta A}\right\|_{2}\left\|\Psi_{Y}\right\|_{2}
\end{aligned}
$$

that is,

$$
\min _{1 \leq i \leq t}\left\{\frac{1}{\left\|\left(J_{m_{i}}\left(\lambda_{i}\right)-\mu I_{m_{i}}\right)^{-1}\right\|_{2}}, \frac{1}{\left\|\left(\overline{J_{m_{i}}\left(\lambda_{i}\right)}-\mu I_{m_{i}}\right)^{-1}\right\|_{2}}\right\} \leq \kappa\left(\Psi_{Y}\right)\left\|\Psi_{\Delta A}\right\|_{2}
$$

Then, from Lemma 2.6, we have

$$
\min _{1 \leq i \leq t}\left\{\frac{1}{\left\|\left(J_{m_{i}}\left(\lambda_{i}\right)-\mu I_{m_{i}}\right)^{-1}\right\|_{2}}, \frac{1}{\left\|\left(\overline{J_{m_{i}}\left(\lambda_{i}\right)}-\mu I_{m_{i}}\right)^{-1}\right\|_{2}}\right\} \leq \kappa(Y)\|\Delta A\|_{2}
$$

From Theorem 3.14, we conclude that all the standard right eigenvalues of the perturbed quaternionic matrix $A+\Delta A$ (where $A$ is not necessarily a diagonalizable matrix) are contained in the union of $t$ sets $P_{i}(A)=T_{i}(A) \cup K_{i}(A), i=1, \ldots, t$, where

$$
\begin{aligned}
T_{i}(A) & =\left\{z \in \mathbb{C}:\left\|\left(J_{m_{i}}\left(\lambda_{i}\right)-\mu I_{m_{i}}\right)^{-1}\right\|_{2}^{-1} \leq \kappa(Y)\|\Delta A\|_{2}\right\} \\
K_{i}(A) & =\left\{z \in \mathbb{C}:\left\|\left(\overline{J_{m_{i}}\left(\lambda_{i}\right)}-\mu I_{m_{i}}\right)^{-1}\right\|_{2}^{-1} \leq \kappa(Y)\|\Delta A\|_{2}\right\}
\end{aligned}
$$

that is,

$$
\Lambda_{s}(A+\Delta A) \subseteq P(A)=\left(\bigcup_{i=1}^{t} T_{i}(A)\right) \cup\left(\bigcup_{i=1}^{t} K_{i}(A)\right)
$$

REmark 3.15. From Lemma 2.7 it follows that all results for the 2-norm hold for the Frobenius norm as well.
4. Perturbation bounds for the zeros of quaternionic polynomials. The companion matrices of the simple monic polynomials $p_{l}(z)$ and $p_{r}(z)$ defined by (1.2) and (1.3), respectively, are given by

$$
C_{p_{l}}=\left[\begin{array}{cccc}
0 & 1 & & 0 \\
\vdots & & \ddots & \\
0 & 0 & & 1 \\
-q_{0} & -q_{1} & \ldots & -q_{m-1}
\end{array}\right], \quad C_{p_{r}}=C_{p_{l}}^{T}
$$

We need the following results.
Proposition 4.1 ([29, Proposition 1]). Let $\lambda \in \mathbb{H}$. Then $\lambda$ is a zero of the monic polynomial $p_{l}(z)$ if and only if $\lambda$ is a left eigenvalue of its corresponding companion matrix $C_{p_{l}}$.

Analogous to Proposition 4.1, the following result is presented for $p_{r}(z)$.
PROPOSITION 4.2. Let $\lambda \in \mathbb{H}$. Then $\lambda$ is a zero of the monic polynomial $p_{r}(z)$ if and only if $\lambda$ is a left eigenvalue of its corresponding companion matrix $C_{p_{r}}$.

It is shown in [29, Corollary 1] that if $\lambda$ is a left eigenvalue of $C_{p_{l}}$, then $\lambda$ is also a right eigenvalue of $C_{p_{l}}$. Hence, all the zeros of the polynomial $p_{l}(z)$ are right eigenvalues of $C_{p_{l}}$. However, a right eigenvalue is not necessarily the zero of the polynomial $p_{l}(z)$. For example, take a simple monic polynomial $p_{l}(z)=z^{2}+\mathbf{j} z+2$. Its companion matrix is

$$
C_{p_{l}}=\left[\begin{array}{cc}
0 & 1 \\
-2 & -\mathbf{j}
\end{array}\right]
$$

Here $\mathbf{i}$ is a right eigenvalue of $C_{p_{l}}$, however, $\mathbf{i}$ is not a zero of $p_{l}(z)$.
Corollary 4.3 ([29, Corollary 1]). If $\lambda$ is a left eigenvalue of the companion matrix $C_{p_{l}}$, then it is also a right eigenvalue.

THEOREM 4.4. Let $p_{l}(z)=z^{m}+\sum_{k=0}^{m-1} q_{k} z^{k}$ be a quaternionic simple monic polynomial. Let $C_{p_{l}}=Y \operatorname{diag}\left(V_{1}, V_{2}, \ldots, V_{t}\right) Y^{-1}$ with $V_{i}=\Lambda_{i}+N_{i} \in M_{n_{i}}(\mathbb{H})$ being upper triangular, $\Lambda_{i}$ diagonal, and $N_{i}$ strict upper triangular, for $i=1,2, \ldots, t$. Assume that $\widehat{p_{l}}(z)=z^{m}+\sum_{k=0}^{m-1} \widehat{q_{k}} z^{k}$ is a perturbation of $p_{l}(z)$ with $\widehat{q_{k}}=q_{k}+\Delta q_{k}$, $\left|\Delta q_{k}\right| \leq \epsilon, k=0,1, \ldots, m-1$. Let $e_{m}=[0, \ldots, 0,1]^{T} \in \mathbb{R}^{m}$. Then for any complex zero $\widehat{z_{k}} \in Z_{\mathbb{C}}\left(\widehat{p_{l}}(z)\right)$, there exists a complex zero $z_{j} \in Z_{\mathbb{C}}\left(p_{l}(z)\right)$ such that

$$
\left|\widehat{z_{k}}-z_{j}\right| \leq \max \left(\chi, \chi^{1 / n_{j}}\right)
$$

where

$$
\chi=\left\|Y^{-1} \Delta C_{p_{l}} Y\right\|_{2} \sum_{\eta=0}^{n_{j}-1}\left\|N_{j}\right\|_{2}^{\eta}, \quad \Delta C_{p_{l}}=-e_{m}\left[\Delta q_{0}, \ldots, \Delta q_{m-1}\right]
$$

Proof. Let us consider the companion matrix $C_{p_{l}}$ corresponding to the simple monic polynomial $p_{l}(z)$ such that $C_{p_{l}}=Y \operatorname{diag}\left(V_{1}, V_{2}, \ldots, V_{t}\right) Y^{-1}$. From the definition of the matrix $\Delta C_{p_{l}}=-e_{m}\left[\Delta q_{0}, \ldots, \Delta q_{m-1}\right]$, it follows that

$$
C_{p_{l}}+\Delta C_{p_{l}}=\left[\begin{array}{ccccc}
0 & 1 & 0 & \ldots & 0 \\
0 & 0 & 1 & & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \ldots & 1 \\
-\widehat{q_{0}} & -\widehat{q_{1}} & -\widehat{q_{2}} & \ldots & -\widehat{q_{m-1}}
\end{array}\right]
$$

It is known that the left eigenvalues of $C_{p_{l}}$ and the zeros of $p_{l}(z)$ are the same. Also, the left spectrum of $C_{p_{l}}$ falls into the right spectrum of $C_{p_{l}}$. Theorem 3.13 gives the perturbation bound for the standard right eigenvalues of a quaternionic matrix and a perturbed quaternionic matrix. As we know that standard right eigenvalues of a quaternionic matrix are complex numbers, by the method of proof of Theorem 3.13, we get the desired result.

THEOREM 4.5. Let $p_{l}(z)=z^{m}+\sum_{k=0}^{m-1} q_{k} z^{k}$ be a quaternionic simple monic polynomial with its companion matrix $C_{p_{l}}=Y D Y^{-1}, D=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{m}\right), \lambda_{t} \in \Lambda_{s}(A)$, $t=1,2, \ldots, m$. Assume that $\widehat{p_{l}}(z)=z^{m}+\sum_{k=0}^{m-1} \widehat{q_{k}} z^{k}$ is a perturbation of $p_{l}(z)$ with $\widehat{q_{k}}=q_{k}+\Delta q_{k},\left|\Delta q_{k}\right| \leq \epsilon,(0 \leq k \leq m-1)$. Then the zeros of $p_{l}(z)$ and $\widehat{p_{l}}(z)$ are given by

$$
\inf _{\substack{\widehat{z_{i}} \in Z_{\mathbb{H}}\left(\widehat{p_{l}}(z)\right) \\ z_{j} \in Z_{\mathbb{H}}\left(p_{l}(z)\right)}}\left|\widehat{z_{i}}-z_{j}\right| \leq \kappa(Y)\left\|\Delta C_{p_{l}}\right\|_{2},
$$

where $\Delta C_{p_{l}}=-e_{m}\left[\Delta q_{0}, \ldots, \Delta q_{m-1}\right]$ with $e_{m}=[0, \ldots, 0,1]^{T} \in \mathbb{R}^{m}$.
Proof. By applying Theorem 3.7 and the method of proof of Theorem 4.4, we get the desired result.

REMARK 4.6. Similar results can be obtained for the zeros of $p_{r}(z)$.
5. Numerical examples. In this section, we give some numerical examples to illustrate our results.

EXAMPLE 5.1. Let us consider a quaternionic matrix

$$
A=\left[\begin{array}{ccc}
2 \mathbf{i} & -2 \mathbf{j} & \mathbf{j}+\mathbf{k} \\
-\mathbf{k} & 2 & -1 \\
-\mathbf{j} & 1-\mathbf{i} & 1
\end{array}\right]
$$

The complex adjoint matrix of $A$ is

$$
\Psi_{A}=\left[\begin{array}{cc}
A_{1} & A_{2} \\
-\overline{A_{2}} & -\overline{A_{1}}
\end{array}\right], \quad A_{1}=\left[\begin{array}{ccc}
2 \mathbf{i} & 0 & 0 \\
0 & 2 & -1 \\
0 & 1-\mathbf{i} & 1
\end{array}\right], \quad A_{2}=\left[\begin{array}{ccc}
0 & -2 & 1+\mathbf{i} \\
-\mathbf{i} & 0 & 0 \\
-1 & 0 & 0
\end{array}\right] .
$$

Since $\Psi_{A}$ is diagonalizable, by Theorem 2.5, $A$ is diagonalizable as well. The standard right eigenvalues of $A$ are $1,1+\mathbf{i}$, and $1+\mathbf{i}$, so $\Lambda_{s}(A)=\{1,1+\mathbf{i}\}$, where $1+\mathbf{i}$ appears with multiplicity 2 . From [17, Theorem 3.1], there exist a nonsingular quaternionic matrix $Y$ such that $Y^{-1} A Y=\operatorname{diag}(1,1+\mathbf{i}, 1+\mathbf{i})$. Here,

$$
Y=\left[\begin{array}{ccc}
1+\mathbf{i} & \mathbf{i} & \mathbf{i} \\
\mathbf{j} & \mathbf{j} & 0 \\
-\mathbf{k} & -\mathbf{k} & -\mathbf{j}
\end{array}\right]
$$

Consider the perturbation matrix

$$
\Delta A=\left[\begin{array}{ccc}
0 & 0 & 0 \\
0 & 0 & \epsilon \\
\epsilon & \epsilon & \epsilon
\end{array}\right], \quad \epsilon=10^{-10}
$$

Then,

$$
A+\Delta A=\left[\begin{array}{ccc}
2 \mathbf{i} & -2 \mathbf{j} & \mathbf{j}+\mathbf{k} \\
-\mathbf{k} & 2 & -1+\epsilon \\
-\mathbf{j}+\epsilon & 1-\mathbf{i}+\epsilon & 1+\epsilon
\end{array}\right]
$$

Therefore, $\|\Delta A\|_{2}=\epsilon \sqrt{(1+\sqrt{2})}$ and $\Lambda_{s}(A+\Delta A)=\{1+1.0001 \mathbf{i}, 1.0001+0.9999 \mathbf{i}\}$, where $1+1.0001 \mathrm{i}$ appears with multiplicity 2 . The condition number of $Y$ is $\kappa(Y)=10.2193$ and

$$
\min _{\lambda_{i} \in \Lambda_{\mathbf{s}}(A)}\left\{\left|\lambda_{i}-\mu\right|\right\}=\min _{\eta_{i} \in \Lambda_{\mathbf{r}}(A), \xi \in \Lambda_{\mathbf{r}}(A+\Delta A)}\left\{\left|\eta_{i}-\xi\right|\right\}=0.0001
$$

Hence, Theorem 3.7 is verified.
EXAMPLE 5.2. Consider the quaternionic matrix

$$
A=\left[\begin{array}{cccc}
1 & -\mathbf{i} & -\mathbf{j} & \mathbf{k} \\
\mathbf{i} & 1 & -2 \mathbf{k} & \mathbf{j} \\
\mathbf{j} & 2 \mathbf{k} & 7 & -\mathbf{i} \\
-\mathbf{k} & -\mathbf{j} & \mathbf{i} & 1
\end{array}\right]
$$

The complex adjoint matrix of $A$ is

$$
\Psi_{A}=\left[\begin{array}{cc}
A_{1} & A_{2} \\
-\overline{A_{2}} & -\overline{A_{1}}
\end{array}\right], \quad A_{1}=\left[\begin{array}{cccc}
1 & -\mathbf{i} & 0 & 0 \\
\mathbf{i} & 1 & 0 & 0 \\
0 & 0 & 7 & -\mathbf{i} \\
0 & 0 & \mathbf{i} & 1
\end{array}\right], \quad A_{2}=\left[\begin{array}{cccc}
0 & 0 & -1 & \mathbf{i} \\
0 & 0 & -2 \mathbf{i} & 1 \\
1 & 2 \mathbf{i} & 0 & 0 \\
-\mathbf{i} & -1 & 0 & 0
\end{array}\right] .
$$

$A$ is Hermitian and, by Theorem $2.5, \Psi_{A}$ is Hermitian as well. The set of standard right eigenvalues of $A$ is $\Lambda_{s}(A)=\{-1,1,2,8\}$. Also, from Theorem 2.11, the matrix $A$ is unitarily diagonalizable, that is, $Y^{H} A Y=\operatorname{diag}(-1,1,2,8)$, where $Y \in \mathrm{M}_{n}(\mathbb{H})$ is a unitary matrix and $\Lambda_{s}(A)=\Lambda_{r}(A)$. Let

$$
\Delta A=\left[\begin{array}{cccc}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & \epsilon \\
0 & 0 & \epsilon & \epsilon \\
\epsilon & \epsilon & \epsilon & \epsilon
\end{array}\right], \quad \epsilon=10^{-3}, \quad A+\Delta A=\left[\begin{array}{cccc}
1 & -\mathbf{i} & -\mathbf{j} & \mathbf{k} \\
\mathbf{i} & 1 & -2 \mathbf{k} & \mathbf{j}+\epsilon \\
\mathbf{j} & 2 \mathbf{k} & 7+\epsilon & -\mathbf{i}+\epsilon \\
-\mathbf{k}+\epsilon & -\mathbf{j}+\epsilon & \mathbf{i}+\epsilon & 1+\epsilon
\end{array}\right]
$$

Then, $\|\Delta A\|_{2}=0.0024$ and

$$
\Lambda_{s}(A+\Delta A)=\{1.0003+0.0001 \mathbf{i}, 2.0005+0.0005 \mathbf{i},-0.9997+0.0003 \mathbf{i}, 8.0009\}
$$

Since the matrix $A$ is Hermitian, $\kappa(Y)=1$ in Theorem 3.7. Moreover, $A$ is a central closed as well as a normal matrix, hence Corollary 3.8 is verified, too.

EXAMPLE 5.3. Let $t_{0}=2 \mathbf{i}=(0,2,0,0), t_{1}=\mathbf{j}=(0,0,1,0), t_{2}=\mathbf{k}=(0,0,0,1)$. Following [24], the quaternionic Vandermonde matrix is defined as

$$
A=\left[\begin{array}{ccc}
1 & 1 & 1 \\
t_{0} & t_{1} & t_{2} \\
t_{0}^{2} & t_{1}^{2} & t_{2}^{2}
\end{array}\right]=\left[\begin{array}{ccc}
1 & 1 & 1 \\
2 \mathbf{i} & \mathbf{j} & \mathbf{k} \\
-4 & -1 & -1
\end{array}\right]
$$

The complex adjoint matrix of $A$ is

$$
\Psi_{A}=\left[\begin{array}{cc}
A_{1} & A_{2} \\
-A_{2} & -\overline{A_{1}}
\end{array}\right], \quad A_{1}=\left[\begin{array}{ccc}
1 & 1 & 1 \\
2 \mathbf{i} & 0 & 0 \\
-4 & -1 & 1
\end{array}\right], \quad A_{2}=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & \mathbf{i} \\
0 & 0 & 0
\end{array}\right] .
$$

The eigenvalues of $\Psi_{A}$ are

$$
\begin{array}{ccc}
0.8014+1.70007 \mathbf{i}, & 0.8014-1.70007 \mathbf{i}, & -0.4552+1.9952 \mathbf{i} \\
-0.4552-1.9952 \mathbf{i}, & -0.3462+1.0469 \mathbf{i}, & -0.3462-1.0469 \mathbf{i}
\end{array}
$$

hence $\Psi_{A}$ is diagonalizable, and, by Theorem 2.5, $A$ is diagonalizable as well. The set of standard right eigenvalues is

$$
\Lambda_{s}(A)=\{0.8014+1.70007 \mathbf{i},-0.4552+1.9952 \mathbf{i},-0.3462+1.0469 \mathbf{i}\}
$$

and there exists an invertible matrix $Y \in M_{n}(\mathbb{H})$ such that $Y^{-1} A Y=\operatorname{diag}\left(\Lambda_{s}(A)\right)$. Let

$$
\Delta A=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
\epsilon & 0 & \epsilon
\end{array}\right], \quad \epsilon=10^{-3}, \quad A+\Delta A=\left[\begin{array}{ccc}
1 & 1 & 1 \\
2 \mathbf{i} & \mathbf{j} & \mathbf{k} \\
-4+\epsilon & -1 & -1+\epsilon
\end{array}\right]
$$

Then, $\|\Delta A\|_{2}=1.4 \times 10^{-3}$ and

$$
\Lambda_{s}(A+\Delta A)=\{0.8016+1.7009 \mathbf{i},-0.4549+1.9950 \mathbf{i},-0.3457+1.0470 \mathbf{i}\}
$$

Since $\kappa(Y) \geq 1$, we have $\kappa(Y)\|\Delta A\|_{2} \geq 0.0014$. Also,

$$
\min _{\lambda_{i} \in \Lambda_{\mathbf{s}}(A)}\left\{\left|\lambda_{i}-\mu\right|\right\}=\min _{\substack{\eta_{i} \in \Lambda_{\mathbf{r}}(A) \\ \xi \in \Lambda_{\mathbf{r}}(A+\Delta A)}}\left\{\left|\eta_{i}-\xi\right|\right\}=0.0002
$$

hence Theorem 3.7 is verified.
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