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PERTURBATION ANALYSIS OF MATRICES OVER
A QUATERNION DIVISION ALGEBRA∗

SK. SAFIQUE AHMAD†, ISTKHAR ALI‡, AND IVAN SLAPNIČAR§

Abstract. In this paper, we present the concept of perturbation bounds for the right eigenvalues of a quaternionic
matrix. In particular, a Bauer-Fike-type theorem for the right eigenvalues of a diagonalizable quaternionic matrix is
derived. In addition, perturbations of a quaternionic matrix are discussed via a block-diagonal decomposition and
the Jordan canonical form of a quaternionic matrix. The location of the standard right eigenvalues of a quaternionic
matrix and a sufficient condition for the stability of a perturbed quaternionic matrix are given. As an application,
perturbation bounds for the zeros of quaternionic polynomials are derived. Finally, we give numerical examples to
illustrate our results.
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1. Introduction. The goal of this paper is the derivation of a Bauer-Fike-type theorem
for the right eigenvalues and a perturbation analysis for quaternionic matrices, as well as
a specification of the location of the right eigenvalues of a perturbed quaternionic matrix
and perturbation bounds for the zeros of quaternionic polynomials. The Bauer-Fike theorem
is a standard result in the perturbation theory for diagonalizable matrices over the complex
field. The theorem states that if A ∈Mn(C) is a diagonalizable matrix, with A = XDX−1,
and A + E is a perturbed matrix, then an upper bound for the distance between a point
µ ∈ Λ(A+ E) and the spectrum Λ(A) is given by [4]

min
λ∈Λ(A)

|µ− λ| ≤ κ(X)‖E‖.(1.1)

Here, κ(X) = ‖X‖‖X−1‖ is the condition number of the matrix X . Applications of the
Bauer-Fike theorem over the complex field have been given in [6, 11, 21, 22, 30]. In general,
a quaternionic matrix similarity is meaningless for the left eigenvalues. However, there are
many results for quaternionic matrices on the similarity and the diagonalizability with respect
to the right eigenvalues.

Many authors have extended various results from the complex field to the non-commutative
skew field of the quaternions, for instance, the Jordan canonical form, the Schur decompo-
sition, the singular-value decomposition, the diagonalization of quaternionic matrices, etc.;
see [9, 17, 27, 28, 33]. On the other hand, Bauer-Fike-type results, a perturbation analysis of
quaternionic matrices, and a perturbation analysis of the zeros of polynomials over a skew
field have not yet been studied, even though the corresponding theory over the complex field
is well known in the literature. The perturbation analysis over the skew field of quaternions is
important in quantum physics, control theory, and mechanics; see, e.g., [1, 19, 25, 28].

Recently, some work on the location of zeros and on finding the zeros of quaternionic
polynomials became popular in the literature. Many research papers dealing with the problem
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of finding the zeros of quaternionic polynomials are available; see, e.g., [7, 12, 15, 16, 23,
24, 26, 29]. The focus is put on finding bounds and the location of the zeros of quaternionic
polynomials, which both are important research topics; see, e.g., [3, 18, 24].

In this paper, we extend the Bauer-Fike theorem over the complex field to the non-
commutative skew-field of quaternions. In particular, a Bauer-Fike-type theorem for the right
eigenvalues of a quaternionic diagonalizable matrix is derived. The results on the perturbation
theory of quaternionic matrices are presented utilizing the Jordan canonical form and the
block-diagonal decomposition form of quaternionic matrices. Also, the localization theorems
for the right eigenvalues of quaternionic matrices and a sufficient condition for the stability
of a perturbed quaternionic matrix are derived. An application of the aforementioned results
about perturbations of quaternionic matrices is the derivation of perturbation bounds for the
zeros of quaternionic polynomials of the form

pl(z) = qmz
m + qm−1z

m−1 + · · ·+ q1z + q0,(1.2)

pr(z) = zmqm + zm−1qm−1 + · · ·+ zq1 + q0,(1.3)

where qj , z ∈ H, (0 ≤ j ≤ m). The polynomials (1.2) and (1.3) are called “simple”, and
“monic” if qm = 1.

The paper is organized as follows. In Section 2, the notation and a few results from [9, 20,
33] are given. A Bauer-Fike-type theorem and perturbation theorems for the right eigenvalues
of quaternionic matrices are derived in Section 3. The localization theorems for the right
eigenvalues and a sufficient condition for the stability of a perturbed quaternionic matrix are
also given in Section 3. Section 4 is devoted to the perturbation analysis of quaternionic
polynomials. Finally, in Section 5, examples are given to illustrate our results.

2. Notation and preliminaries. Throughout this paper, the following notation and ter-
minology are adopted. R and C denote the fields of real and complex numbers, respectively.
The set of real quaternions is defined as

H = {q = a0 + a1i + a2j + a3k : a0, a1, a2, a3 ∈ R} ,

where i2 = j2 = k2 = ijk = −1. For q ∈ H, the conjugate and the modulus of q are defined
by q = a0 − a1i− a2j− a3k and |q| :=

√
a2

0 + a2
1 + a2

2 + a2
3, respectively. <(a) and =(a)

denote the real and imaginary parts of a ∈ C, respectively. The real part of a quaternion
q = a0 +a1i+a2j+a3k is defined as real(q) = a0. Let Hn be the collection of all n-column
vectors with entries in H. For x ∈ Hn, the transpose of x is xT . If x = [x1, . . . , xn]T ,
then the conjugate of x is defined as x = [x1, . . . , xn]T , and the conjugate transpose of x is
defined as xH = [x1, . . . , xn]. For x, y ∈ Hn, let 〈x, y〉 := yHx be the inner product and
‖x‖2 =

√
〈x, x〉 be the norm in Hn. The sets of m × n real, complex, and quaternionic

matrices are denoted by Mm×n(R), Mm×n(C), and Mm×n(H), respectively. These sets are
simply denoted by Mn(K), K ∈ {R,C,H}, when m = n. In denotes the n × n identity
matrix. For A = (aij) ∈ Mm×n(K), the conjugate, transpose, and conjugate transpose of
A are defined as A = (aij), AT = (aji) ∈ Mn×m(K), and AH = (A)T ∈ Mn×m(K),
respectively. For A ∈Mn(K), the Frobenius norm and the spectral norm of A are defined as

‖A‖F =
[
trace

(
AHA

)]1/2
and ‖A‖2 = max {‖Ax‖2 : x ∈ Hn, ‖x‖2 := 1} ,

respectively. A matrix A ∈ Mn(H) is said to be Hermitian if AH = A, normal if
AHA = AAH , and invertible (nonsingular) if AB = BA = I for some B ∈ Mn(H),
where I is the identity matrix. The closed upper half plane in the complex plane is denoted by
C+ = {α+ βi : α, β ∈ R, β ≥ 0} and the nonnegative reals by R+ = {α : α ∈ R, α ≥ 0}.
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Let A ∈Mn(H) be an invertible matrix. Then the condition number of the matrix A is defined
as κ(A) = ‖A‖2 ‖A−1‖2. The set of zeros of a quaternionic polynomial p(z) is denoted
by ZH(p(z)). The set of complex zeros of a quaternionic polynomial p(z) is denoted by
ZC(p(z)). A Jordan block of size m associated with λ ∈ H is defined as

Jm(λ) =


λ 1 0 . . . 0
0 λ 1 . . . 0
...

...
. . . . . . 0

...
... λ 1

0 0 . . . 0 λ

 ∈Mm(H), λ ∈ H.

For x ∈ Hn and A ∈ Mn(H), we define real(x) = 1
2 (x+ x) and real(A) = 1

2

(
A+A

)
.

Any quaternionic vector x = y1 + y2i + y3j + y4k ∈ Hn, where yk ∈ Rn, for k = 1, 2, 3, 4,
can be uniquely expressed as

x = (y1 + y2i) + (y3 + y4i)j ≡ x1 + x2j, x1, x2 ∈ Cn.

Define a function ψ : Hn → C2n by

ψx =

[
x1

−x2

]
.

The vector ψx is called the complex adjoint vector of x. The function ψ is an injective linear
transformation from Hn to C2n. The formulas for x1 and x2 are

x1 = real(x)− real(xi)i, x2 = −real(xj)− real(xk)i.

Similarly, any quaternionic matrixA = B1+B2i+B3j+B4k ∈Mn(H), whereBk ∈Mn(R),
for k = 1, 2, 3, 4, can be uniquely expressed as

A = (B1 +B2i) + (B3 +B4i)j ≡ A1 +A2j, A1, A2 ∈Mn(C).

Define a function Ψ : Mn(H)→M2n(C) by

ΨA =

[
A1 A2

−A2 A1

]
.

The matrix ΨA is called the complex adjoint matrix of A. The function Ψ is an injective
H-homomorphism. The formulas for A1 and A2 are

A1 = real(A)− real(Ai)i, A2 = −real(Aj)− real(Ak)i.

Due to the non-commutativity of quaternions, there are two type of eigenvalues, namely the
right and left eigenvalues, defined as follows:

DEFINITION 2.1. Let A ∈ Mn(H). Then the left, the right, and the standard right
eigenvalues, respectively, are defined by

Λl(A) = {λ ∈ H : Ax = λx for some nonzero x ∈ Hn} ,
Λr(A) = {λ ∈ H : Ax = xλ for some nonzero x ∈ Hn} , and

Λs(A) = {λ ∈ C : Ax = xλ for some nonzero x ∈ Hn, =(λ) ≥ 0} .
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Let p, q ∈ H. Then p and q are said to be similar, denoted by p ∼ q, if

p ∼ q ⇔ ∃ 0 6= r ∈ H such that p = r−1qr.(2.1)

The set

[p] = {u ∈ H : u = ρ−1 p ρ for all 0 6= ρ ∈ H}(2.2)

is called the equivalence class of p ∈ H. It is well known [33, Theorem 2.2] that

p ∼ q ⇔ real(p) = real(q) and |p| = |q|.(2.3)

From (2.1), (2.2), and (2.3), [p] can be written as

[p] = {x ∈ H : real(x) = real(p), |x| = |p|}.(2.4)

From (2.4), we have p ∈ [p].
DEFINITION 2.2. Let A ∈Mn(H). Then the quaternionic continuous-time system

d

dt
w(t) = Aw(t)

is stable if and only if Λr(A) ⊂ H− = {q ∈ H : real(q) < 0}.
DEFINITION 2.3. Let A ∈ Mn(H). Then the matrix A is said to be nilpotent if there

exists a positive integer t such that At = 0, where 0 is the zero matrix.
DEFINITION 2.4. Let A ∈ Mn(H). Then A is said to be a central closed matrix if

there exists an invertible matrix T such that T−1AT = diag(λ1, λ2, . . . , λn), where λi ∈ R,
(1 ≤ i ≤ n).

Every quaternionic matrixA ∈Mn(H) has exactly n right eigenvalues which are complex
numbers with nonnegative imaginary parts. Those right eigenvalues are said to be the standard
right eigenvalues of A. Moreover, if A is in triangular form, then every diagonal entry is a
right eigenvalue of A. Consequently, the λi’s are standard right eigenvalues.

We now present some basic and known facts for a matrix A ∈Mn(H) and its complex
adjoint matrix ΨA for a further development of our theory.

THEOREM 2.5 ([33, Theorem 4.2]). Let A,B ∈Mn(H), and α ∈ R. Then
(a) ΨIn = I2n.
(b) ΨAB = ΨAΨB .
(c) ΨαA = αΨA.
(d) ΨA+B = ΨA + ΨB .
(e) ΨAH = (ΨA)H .
(f) ΨA−1 = (ΨA)−1 if A−1 exists.
(g) ΨA is unitary, Hermitian, diagonalizable, invertible, or normal if and only if

A is unitary, Hermitian, diagonalizable, invertible, or normal, respectively.
LEMMA 2.6 ([20, Theorem 4.1]). Let A ∈Mn(H). Then ΨA ∈ C2n and

max
‖x‖2 6=0

‖Ax‖2
‖x‖2

= max
‖y‖2 6=0

‖ΨAy‖2
‖y‖2

.

Next, we give a relation between the spectral norm and the Frobenius norm of a quaternionic
matrix.

LEMMA 2.7 ([2, Lemma 3.5]). Let A ∈Mn(H). Then ‖A‖2 ≤ ‖A‖F .
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In general, the trace of a quaternionic matrix is not equal to the sum of the standard right
eigenvalues of that quaternionic matrix. For example, consider a quaternionic matrix

A =

[
0 i
j 0

]
.

The set of right eigenvalues of A is Λr(A) =
[√

2
2 (−1 + i)

]
∪
[√

2
2 (1 + i)

]
. Clearly, the

standard right eigenvalues of A are λ1 =
√

2
2 (−1 + i) and λ2 =

√
2

2 (1 + i). Hence,
trace(A) = 0 6=

√
2i = λ1 + λ2. However, the trace of a quaternionic Hermitian ma-

trix is equal to the sum of the standard right eigenvalues of that quaternionic Hermitian matrix.
Thus, by the definition of the Frobenius norm of a quaternionic matrix A ∈Mn(H), we have

‖A‖2F = trace(AHA) =

n∑
j=1

λj(A
HA) ≤ nλmax(AHA) = n‖A‖22,

so that

‖A‖F ≤
√
n‖A‖2.

More interesting results like the Jordan canonical form, the singular-value decomposition, and
the Schur decomposition of a quaternionic matrix may be found in [9, 27, 31, 32, 33].

PROPOSITION 2.8 ([27, Proposition 2.7]). Let A ∈ Mn(H). Then there exists an
invertible matrix Y ∈Mn(H) such that

Y −1AY = diag(Jm1(λ1), Jm2(λ2), . . . , Jmk
(λk)),(2.5)

where λi ∈ H, λi ∈ Λs(A) (1 ≤ i ≤ k), and Jmi
(λi) are mi × mi Jordan blocks with

the right eigenvalues λi, respectively. Moreover, the right-hand side of (2.5) is uniquely
determined by A up to a permutation of diagonal blocks and up to a replacement of each λj
with any similar quaternion µj .

LEMMA 2.9 ([33, Theorem 7.2]). Let A ∈Mm×n(H) be of rank r. Then there exist two
unitary matrices, U ∈Mm(H) and V ∈Mn(H), such that

UHAV =

[
Σr 0
0 0

]
,

where Σr = diag(σ1, . . . , σr) and σi ∈ R, σi > 0, are the singular values of A. A also has
min{m,n} − r singular values that are zero.

THEOREM 2.10 ([9, Lemma 3.2]). Let A ∈Mn(H). Then there exist matrices T, V ∈
Mn(H) such that

(a) V HAV = T , where V is a unitary matrix and T is an upper triangular matrix,
(b) every diagonal entry of T is contained in the closed upper complex half plane C+.
THEOREM 2.11 ([9, Theorem 3.3]). Let A ∈ Mn(H) be normal. Then there exist a

unitary matrix V ∈Mn(H) and a diagonal matrix D ∈Mn(H) such that
(a) V HAV = D,
(b) every diagonal entry of D is contained in the closed upper complex half plane C+.

3. Perturbation analysis of quaternionic matrices. Let A = (aij) ∈Mn(H) be parti-
tioned into k × k blocks,

A = (Aij) =


A11 A12 . . . A1k

A21 A22 . . . A2k

...
...

. . .
...

Ak1 Ak2 . . . Akk


n×n

,
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where Ai,j ∈Mni,nj
(H) is the (i, j)-block of A such that n1 + · · ·+nk = n. We now derive

some lemmas needed for the development of our theory.
LEMMA 3.1. Let a, b ∈ C+. Then |a− b| ≤ |a− b|.
Proof. Suppose that a = x+ iy and b = p+ iq, where x, p ∈ R and y, q ∈ R+. We have

|a− b| = |x+ iy − (p+ iq)| = |(x− p) + i(y − q)|,(3.1)
|a− b| = |x− iy − (p+ iq)| = |(x− p) + i(y + q)|.(3.2)

It is known that if y, q ∈ R+, then y + q ≥ y − q. Hence, from (3.1) and (3.2), we have
|a− b| ≤ |a− b|.

LEMMA 3.2. Consider αk, βk, γk ∈ R, where k = 1, 2, and α2
1 + β2

1 + γ2
1 = 1 and

α2
2 + β2

2 + γ2
2 = 1. Then, α1α2 + β1β2 + γ1γ2 ≤ 1.

Proof. We have

(α1 − α2)
2

+ (β1 − β2)
2

+ (γ1 − γ2)
2

= 2− 2 (α1α2 + β1β2 + γ1γ2) ≥ 0,

that is, α1α2 + β1β2 + γ1γ2 ≤ 1.
LEMMA 3.3. Let λ, µ ∈ C+, and let ρ, η ∈ H \ {0}. Then |λ− µ| ≤

∣∣ρ−1λρ− η−1µη
∣∣.

Proof. Consider

λ = λ′ + λ′′i, µ = µ′ + µ′′i, ρ−1iρ = α1i + β1j + γ1k, η−1iη = α2i + β2j + γ2k,

where αk, βk, γk ∈ R, for k = 1, 2, with α2
1 + β2

1 + γ2
1 = α2

2 + β2
2 + γ2

2 = 1. Then

P = |λ− µ|2 = (λ′ − µ′)2 + (λ′′)2 + (µ′′)2 − 2λ′′µ′′.

Also,

Q = |ρ−1λρ− η−1µη|2

= (λ′ − µ′)2 + (λ′′α1 − µ′′α2)2 + (λ′′β1 − µ′′β2)2 + (λ′′γ1 − µ′′γ2)2

= (λ′ − µ′)2 + (λ′′)2[α2
1 + β2

1 + γ2
1 ] + (µ′′)2[α2

2 + β2
2 + γ2

2 ]

− 2λ′′µ′′[α1α2 + β1β2 + γ1γ2].

From Lemma 3.2, we have

α1α2 + β1β2 + γ1γ2 < 1.

Thus P ≤ Q, that is,

|λ− µ| ≤
∣∣ρ−1λρ− η−1µη

∣∣ .
LEMMA 3.4. Let A ∈Mn(H) such that At = 0n for some positive integer t, where 0n is

the n× n zero matrix. Then Ψt
A = 02n, where 02n is the 2n× 2n zero matrix.

Proof. Consider A ∈ Mn(H) such that At = 0n for some positive integer t. Then
by taking the complex adjoint matrix of At = 0n and by applying Theorem 2.5, we have
ΨAt = Ψ0n

⇒ Ψt
A = 02n.
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LEMMA 3.5. Let T ∈Mn(H) be partitioned as follows:

T =

[ p q

p T11 T12

q 0 T22

]
.

Define the linear transformation φ : Mp×q(H) → Mp×q(H) by φ(X) = T11X − XT22,
where X ∈ Mp×q(H). Then φ is invertible if and only if Λr(T11) ∩ Λr(T22) = ∅. If φ is
invertible and Y ∈Mn(H) is defined by

Y =

[
Ip Z
0 Iq

]
, φ(Z) = −T12,

then Y −1TY = diag(T11, T22).
Proof. Let X ∈Mp×q(H). Then from Lemma 2.9, we have

UHXV =

[ r q−r

r Σr 0
p−r 0 0

]
,(3.3)

where Σr = diag(σi) and r = rank(X). Assume φ(X) = 0 for X 6= 0. Substituting (3.3)
into the quaternionic matrix equation T11X = XT22 yields[

A11 A12

A21 A22

] [
Σr 0
0 0

]
=

[
Σr 0
0 0

] [
B11 B12

B21 B22

]
,

where UHT11U = (Aij) and V HT22V = (Bij). By comparing blocks we see that A21 = 0,
B12 = 0, and Λr(A11) = Λr(B11). Consequently,

∅ 6= Λr(A11) = Λr(B11) ⊆ Λr(T11) ∩ Λr(T22).

On the other hand, if λ ∈ Λr(T11)∩Λr(T22), then there exist nonzero vectors x, y ∈ Hn such
that

T11x = xλ, TH22y = yλH .

Thus, yHT22 = λyH , and hence φ(xyH) = 0. Finally, if φ is invertible, then the quaternionic
matrix Z exists and

Y −1TY =

[
I −Z
0 I

] [
T11 T12

0 T22

] [
I Z
0 I

]
=

[
T11 T11Z − ZT22 + T12

0 T22

]
=

[
T11 0
0 T22

]
.

We now establish a block diagonal decomposition of a quaternionic matrix, which reads
as follows.

THEOREM 3.6 (Block diagonal decomposition). Suppose that

UHAU = T =


T11 T12 . . . T1q

0 T22 . . . T2q

...
...

. . .
...

0 0 . . . Tqq


is a Schur decomposition of A ∈Mn(H), and assume that the diagonal blocks Tii are square.
If Λr(Tii) ∩ Λr(Tjj) = ∅ whenever i 6= j, then there exists an invertible matrix Y ∈Mn(H)
such that

(UY )−1A(UY ) = diag(T11, . . . , Tqq).

Proof. The proof is immediate by applying Lemma 3.5 and using induction.
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3.1. A Bauer-Fike-type theorem for the right eigenvalues of diagonalizable quater-
nionic matrices. In general, quaternionic matrix similarity is meaningless for the left eigen-
values of a quaternionic matrix. On the other hand, quaternionic matrix similarity exists for
right eigenvalues. In addition, the Schur triangularization theorem for the right eigenvalues
of a quaternionic matrix has been proved in [9]. In this section, we give an extension of
the Bauer-Fike theorem (1.1). An extension of this theorem is not straightforward for the
right eigenvalues of a quaternionic diagonalizable matrix. For example, if µ is a right eigen-
value of the perturbed quaternionic matrix (A + ∆A) ∈ Mn(H), then there exists a vector
x ∈ Hn such that (A + ∆A)x = xµ =⇒ xµ − Ax = ∆Ax. However, in general, we
cannot write (µI −A)x = ∆Ax or x(µI −A) = ∆Ax due to the non-commutativity of the
quaternions. Fortunately, we can extend the theorem by applying the complex adjoint matrix
of a quaternionic matrix and Lemma 3.1, Lemma 2.6, and Lemma 3.3. We now derive the
Bauer-Fike-type theorem for a diagonalizable quaternionic matrix.

THEOREM 3.7. Let A ∈ Mn(H) be a diagonalizable matrix, that is, A = Y ΛY −1,
where Y ∈Mn(H) is invertible and Λ = diag(λ1, . . . , λn) with λi being the standard right
eigenvalues of A. If µ is a standard right eigenvalue of A+ ∆A, then

dist
(
µ,Λs(A)

)
= min
λi∈Λs(A)

{
|λi − µ|

}
≤ κ(Y ) ‖∆A‖2.

Moreover, we have

dist
(
ξ,Λr(A)

)
= inf
ηj∈Λr(A)

{
|ηj − ξ|

}
≤ κ(Y ) ‖∆A‖2,

where ξ ∈ Λr(A+ ∆A) and κ(·) is the condition number with respect to the matrix 2-norm.
Proof. Let λi 6= µ for any i. Since µ is a standard right eigenvalue of A + ∆A, there

exists 0 6= x ∈ Hn such that (A + ∆A)x = xµ. This system is equivalent to the complex
system

ΨA+∆Aψx = µψx,

which implies

(ΨA+∆A − µI2n)ψx = 0.

From this we can conclude that

(ΨA + Ψ∆A − µI2n)ψx = 0.

The above system can be written as

(µI2n −ΨY ΛY −1)ψx = Ψ∆Aψx

and further as

ΨY (µI2n −ΨΛ)ΨY −1ψx = Ψ∆Aψx.

Thus,

(µI2n −ΨΛ)(ΨY )−1ψx = (ΨY )−1Ψ∆Aψx,

which yields

(ΨY )−1ψx = (µI2n −ΨΛ)−1[(ΨY )−1Ψ∆AΨY ](ΨY )−1ψx.
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Taking the matrix 2-norm (operator norm) on both sides, we get

‖(ΨY )−1ψx‖2 ≤ ‖(µI2n −ΨΛ)−1‖2 ‖(ΨY )−1Ψ∆AΨY ]‖2 ‖(ΨY )−1ψx‖2,
1 ≤ ‖(µI2n −ΨΛ)−1‖2 ‖(ΨY )−1‖2 ‖Ψ∆A‖2 ‖ΨY ‖2,

1 ≤ max
λi∈Λs(A)

{ 1

|λi − µ|
,

1

|λi − µ|
} ‖(ΨY )−1‖2 ‖Ψ∆A‖2 ‖ΨY ‖2.

From Lemma 3.1, we have

1 ≤ max
λi∈Λs(A)

{ 1

|λi − µ|
} ‖(ΨY )−1‖2 ‖Ψ∆A‖2 ‖ΨY ‖2

≤ 1

min
λi∈Λs(A)

{|λi − µ|}
κ(ΨY )‖Ψ∆A‖2

≤ min
λi∈Λs(A)

{|λi − µ|}κ(ΨY ) ‖Ψ∆A‖2.

From Lemma 2.6, we obtain

min
λi∈Λs(A)

{
|λi − µ|

}
≤ κ(Y )‖∆A‖2.

Lemma 3.3 yields

min
λi∈Λs(A)

{|λi − µ|} = inf
ηj∈Λr(A)

{|ηj − ξ|},

where ξ ∈ Λr(A+ ∆A). Hence,

inf
ηj∈Λr(A)

{|ηj − ξ|} ≤ κ(Y ) ‖∆A‖2.

In particular, when A ∈Mn(H) is normal, Theorem 3.7 leads to the following corollary.
COROLLARY 3.8. Let A ∈ Mn(H) be a normal matrix, and let µ be a standard right

eigenvalue of the perturbed quaternionic matrix A+ ∆A. Then

dist(µ,Λs(A)) = min
λi∈Λs(A)

{
|λi − µ|

}
≤ ‖∆A‖2.

Moreover, we have

dist
(
ξ,Λr(A)

)
= min
ηj∈Λr(A)

{
|ηj − ξ|

}
≤ ‖∆A‖2,

where ξ ∈ Λr(A+ ∆A).
Many relative perturbation bounds for the eigenvalues of a nonsingular complex diagonal-

izable matrix have been proved in [8]. However, due to the non-commutativity of quaternions,
the relative perturbation result [8, Corollary 2.2] is not easily extendable. Here, we extend
the result [8, Corollary 2.2] from the complex field to the skew field of the quaternions by
using the complex adjoint matrix of a quaternionic matrix and our results. We next derive the
following theorem for a relative perturbation bound of the right eigenvalues.

THEOREM 3.9. Let A ∈ Mn(H) be an invertible and diagonalizable matrix, that is,
A = Y ΛY −1, where Y ∈Mn(H) is invertible and Λ = diag(λ1, . . . , λn) with λi being the
standard right eigenvalues of A. If µ is a standard right eigenvalue of A+ ∆A, then

dist
(
µ,Λs(A)

)
= min
λi∈Λs(A)

{
|λi − µ|
|λi|

}
≤ κ(Y ) ‖A−1∆A‖2.
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Moreover, we have

dist
(
ξ,Λr(A)

)
= inf
ηj∈Λr(A)

{
|ηj − ξ|
|ηj |

}
≤ κ(Y ) ‖A−1∆A‖2,

where ξ ∈ Λr(A+∆A) and κ(Y ) = ‖Y ‖2 ‖Y −1‖2 is the condition number of Y with respect
to the matrix 2-norm.

Proof. Let λi 6= µ for any i. Since µ is a standard right eigenvalue of A + ∆A, there
exists 0 6= x ∈ Hn such that (A + ∆A)x = xµ. This system is equivalent to the complex
system ΨA+∆Aψx = µψx. Since A is an invertible matrix, by multiplying with −ΨA−1 from
the left, we obtain

−ΨA−1 (ΨA + Ψ∆A)ψx = −µΨA−1ψx,

(−I2n −ΨA−1∆A)ψx = −µΨA−1ψx,

(µΨA−1 − I2n) = ΨA−1∆Aψx.

The matrix A is diagonalizable, that is, A = Y ΛY −1, so

(µΨY Λ−1Y −1 − I2n)ψx = ΨA−1∆Aψx,

ΨY (µΨΛ−1 − I2n)ΨY −1ψx = ΨA−1∆Aψx.

After some manipulation, we get

(ΨY )−1ψx = (µΨΛ−1 − I2n)−1[(ΨY )−1ΨA−1∆AΨY ](ΨY )−1ψx.

By applying the method of proof of Theorem 3.7, we have

dist
(
µ,Λs(A)

)
= min
λi∈Λs(A)

{
|λi − µ|
|λi|

}
≤ κ(Y ) ‖A−1∆A‖2,

as well as

dist
(
ξ,Λr(A)

)
= inf
ηj∈Λr(A)

{
|ηj − ξ|
|ηj |

}
≤ κ(Y ) ‖A−1∆A‖2,

where ξ ∈ Λr(A+ ∆A).
Theorem 5.1 of [14] gives a universal eigenvalue bound. We extend this theorem from the

complex field to the skew field of quaternions as follows.
THEOREM 3.10. Let A ∈ Mn(H) be an invertible and diagonalizable matrix, that is,

A = Y ΛY −1, where Y ∈ Mn(H) is invertible and Λ = diag(λ1, . . . , λn) with λi being
the standard right eigenvalues of A. If µ is a standard right eigenvalue of the invertible
quaternionic perturbed matrix A+ ∆A, then

min
λi∈Λs(A)

{
|λi − µ|
|λi|p|µ|q

}
≤ κ(Y ) ‖A−p∆A(A+ ∆A)−q‖2.

Moreover, we have

inf
ηj∈Λr(A)

{
|ηj − ξ|
|ηi|p|ξ|q

}
≤ κ(Y ) ‖A−p∆A(A+ ∆A)−q‖2,

where ξ ∈ Λr(A+ ∆A) and κ(·) is the condition number with respect to the matrix 2-norm.

http://etna.ricam.oeaw.ac.at
http://www.kent.edu
http://www.ricam.oeaw.ac.at


ETNA
Kent State University and

Johann Radon Institute (RICAM)

138 S. S. AHMAD, I. ALI, AND I. SLAPNIČAR

Proof. If µ ∈ Λs(A), then the result follows. We assume that µ /∈ Λs(A). Since
µ /∈ Λs(A + ∆A), there exists 0 6= x ∈ Hn such that (A + ∆A)x = xµ. This quaternion
system is equivalent to the complex system

Ψ(A+∆A)ψx = µΨx.

This implies

ψx = − (ΨA − µI2n)
−1

Ψ∆Aψx.

Let p and q be nonnegative integers including zero. Then

ψx = − (ΨA − µI2n)
−1

(ΨA)
p

(ΨA)
−p

Ψ∆A (ΨA+∆A)
−q

(ΨA+∆A)
q
ψx.

From Ψ(A+∆A)ψx = µΨx, we can easily see that (ΨA+∆A)
q
ψx = µqψx. Thus,

ψx = −
[
µ−q (ΨA)

1−p − µ1−q (ΨA)
−p
]−1

(ΨA)
−p

Ψ∆A (ΨA+∆A)
−q
ψx.

Using A = Y ΛY −1, we have

ψx = −
[
µ−q (ΨY ΛY −1)

1−p − µ1−q (ΨY ΛY −1)
−p
]−1

(ΨA)
−p

Ψ∆A (ΨA+∆A)
−q
ψx.

(3.4)

From Theorem 2.5, we have

(ΨY ΛY −1)
1−p

= (ΨY ΨΛΨY −1)
1−p

=
(

ΨY ΨΛ (ΨY )
−1
)1−p

=
(

ΨY ΨΛ (ΨY )
−1
)(

ΨY ΨΛ (ΨY )
−1
)−p

=
(

ΨY ΨΛ (ΨY )
−1
)(

ΨY (ΨΛ)
−1

(ΨY )
−1
)p

=
(

ΨY (ΨΛ)
−1

(ΨY )
−1
)p−1

(ΨY ΛY −1)
1−p

= ΨY (ΨΛ)
1−p

(ΨY )
−1
.

Similarly, it follows that

(ΨY ΛY −1)
−p

= ΨY (ΨΛ)
−p

(ΨY )
−1
.

Thus, (3.4) yields

ψx = −

[
µ−qΨY (ΨΛ)

1−p
(ΨY )

−1

− µ1−qΨY (ΨΛ)
−p

(ΨY )
−1

]−1

(ΨA)
−p

Ψ∆A (ΨA+∆A)
−q
ψx,

ψx = −ΨY

[
µ−q (ΨΛ)

1−p − µ1−q (ΨΛ)
−p
]−1

(ΨY )
−1

Ψ(A−p∆A(A+∆A)−q)ψx.

By taking the 2-norm on both sides, we obtain

‖ψx‖2 ≤ ‖ΨY ‖2

∥∥∥∥(µ−q (ΨΛ)
1−p − µ1−q (ΨΛ)

−p
)−1

∥∥∥∥
2

×

(3.5)

∥∥∥(ΨY )
−1
∥∥∥

2

∥∥∥Ψ(A−p∆A(A+∆A)−q)

∥∥∥
2
‖ψx‖2 ,

1 ≤
∥∥∥∥(µ−q (ΨΛ)

1−p − µ1−q (ΨΛ)
−p
)−1

∥∥∥∥
2

κ(Y )
∥∥∥(A−p∆A(A+ ∆A)

−q
)∥∥∥

2
.(3.6)
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Further, we have∥∥∥∥(µ−q (ΨΛ)
1−p − µ1−q (ΨΛ)

−p
)−1

∥∥∥∥
2

= max
λi∈Λs(A)

{
1

|µ−qλ1−p
i − µ1−qλ−pi |

,
1∣∣µ−q(λi)1−p − µ1−q

(
λi
)−p∣∣

}

= max
λi∈Λs(A)

{
|λi|p|µ|q

|λi − µ|
,

∣∣λi∣∣p|µ|q∣∣λi − µ∣∣
}
.

From Lemma 3.1, we obtain∥∥∥∥(µ−q (ΨΛ)
1−p − µ1−q (ΨΛ)

−p
)−1

∥∥∥∥
2

= max
λi∈Λs(A)

|λi|p|µ|q

|λi − µ|
=

1

minλi∈Λs(A)
|λi−µ|
|λi|p|µ|q

.

Now, (3.6) gives the inequality

min
λi∈Λs(A)

{
|λi − µ|
|λi|p|µ|q

}
≤ κ(Y ) ‖A−p∆A(A+ ∆A)−q‖2.

As we have already seen,

min
λi∈Λs(A)

{|λi − µ|} = inf
ηj∈Λr(A)

{|ηj − ξ|},

where ξ ∈ Λr(A+ ∆A). Thus, we arrive at the desired result

inf
ηj∈Λr(A)

{
|ηj − ξ|
|ηi|p|ξ|q

}
≤ κ(Y ) ‖A−p∆A(A+ ∆A)−q‖2.

Some special cases of Theorem 3.10 give several bounds for the right eigenvalues:
(i) Assume p = q = 0. Then Theorem 3.10 is identical to Theorem 3.7 (Bauer-Fike-type

theorem).
(ii) Assume p = 1, q = 0. Then Theorem 3.10 is identical to Theorem 3.9 (relative

perturbation bound).
(iii) Assume p = 0, q = 1. Then Theorem 3.10 gives a new relative perturbation bound,

that is,

min
λi∈Λs(A)

{
|λi − µ|
|µ|

}
≤ κ(Y ) ‖∆A(A+ ∆A)−1‖2

and

inf
ηj∈Λr(A)

{
|ηj − ξ|
|ξ|

}
≤ κ(Y ) ‖∆A(A+ ∆A)−1‖2.

It is clear that the perturbed right eigenvalue is in the denominator.
We discuss a localization theorem for the standard right eigenvalues of the perturbed

quaternionic matrixA+∆A. We will see that a right (nonstandard) eigenvalue of the perturbed
quaternionic matrix A+ ∆A is not necessarily contained in the union of n discs

(3.7) Ωi(A) = {z ∈ C : |z − λi| ≤ κ(Y ) ‖∆A‖2} , i = 1, 2, . . . , n,
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where A is diagonalizable, that is, A = Y diag(λi)Y
−1 and λi ∈ Λs(A). For example, let

A =

[
1 + i 0

0 i

]
, ∆A =

[
ε 0
0 ε

]
.

Then

A+ ∆A =

[
1 + ε+ i 0

0 i + ε

]
, ‖∆A‖2 = ε.

Since A is normal, κ(Y ) = 1. We set ε = 10−3. From (3.7), we get the following two discs:

Ω1(A) =
{
z ∈ C : |z − 1− i| ≤ 10−3

}
, Ω2(A) =

{
z ∈ C : |z − i| ≤ 10−3

}
.

The perturbed matrix A+∆A has two standard right eigenvalues, 1+ ε+ i and i+ ε. However,
1 + ε− i is also a right eigenvalue of A + ∆A, but it is not contained in any of these discs.
Fortunately, from Theorem 3.7, all the standard right eigenvalues of A+ ∆A are contained in
the union of the n discs (3.7), that is,

Λs(A+ ∆A) ⊆ Ω(A) =

n⋃
i=1

Ωi(A).

The following result is a sufficient condition for the stability of the perturbed quaternionic
matrix A+ ∆A.

PROPOSITION 3.11. Let A ∈Mn(H) be a diagonalizable matrix, that is, A = Y ΛY −1,
where Y ∈Mn(H) is invertible and Λ = diag(λ1, . . . , λn) with λi being the standard right
eigenvalues of A. Assume that

<(λi) + κ(Y ) ‖∆A‖2 < 0, i = 1, 2, . . . , n.(3.8)

Then the perturbed quaternionic matrix A+ ∆A is stable.
Proof. Let µ be any standard right eigenvalue of A + ∆A. Then from (3.7), we have

µ ∈
⋃n
i=1 Ωi(A). Without loss of generality, we may assume µ ∈ Ωl(A), that is,

|µ− λl| ≤ κ(Y ) ‖∆A‖2.

Consider µ = µ1 + µ2i and λl = λ1 + λ2i. Now, from (3.8), we obtain

|(µ1 − λ1) + (µ2 − λ2)i| ≤ −<(λl) = −λ1.(3.9)

The inequality in (3.9) can only be satisfied when µ1 < 0, that is, <(µ) < 0. Since
<(µ) = real(ρ−1µρ) for all ρ ∈ H \ {0}, that is, the real part of the standard right eigenvalue
µ and the real part of the corresponding nonstandard right eigenvalues are the same. Thus,
ρ−1µρ ∈ H−. This shows that the matrix A+ ∆A is stable.

Let A ∈Mn(H) be a central closed matrix. Then, by Theorem 3.7, we obtain

min
λi∈Λs(A)

{
|λi − µ|

}
≤ κ(Y ) ‖∆A‖2,

where λi are the real standard right eigenvalues of A, and µ is a standard right eigenvalue of
A+ ∆A. Since µ is a standard right eigenvalue of A+ ∆A, there exists ρ ∈ H \ {0} such
that ρ−1µρ = ξ is also a right eigenvalue of A+ ∆A and

|λi − µ| = |λi − ρξρ−1| = |ρ(λi − ξ)ρ−1| = |λi − ξ|, i = 1, 2, . . . , n.
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Thus, we have

min
λi∈Λr(A)

{
|λi − ξ|

}
≤ κ(Y ) ‖∆A‖2.(3.10)

From inequality (3.10), we can see that all right eigenvalues of A+ ∆A are contained in the
union of n balls,

Gi(A) = {z ∈ H : |z − λi| ≤ κ(Y ) ‖∆A‖2}, i = 1, 2, . . . , n,

that is,

Λr(A+ ∆A) ⊆ G(A) =

n⋃
i=1

Gi(A).

An interesting result in the perturbation theory in terms of residual vectors states the
following [13, Theorem 6.3.14]: if A ∈ Mn(C) is diagonalizable with A = Y ΛY −1,
where Λ = diag(λ1, . . . , λn), and x̃ ∈ Cn is a given nonzero vector with residual vector
r = Ax̃− λ̃x̃ for some given λ̃ ∈ C, then there is an eigenvalue λi of A for which

|λ̃− λi| ≤ κ(Y )
‖r‖2
‖x̃‖2

.(3.11)

Several bounds follow as special cases of (3.11):
Case (i): If A is normal, then there is some eigenvalue λi of A for which

|λ̃− λi| ≤
‖r‖2
‖x̃‖2

.

Case (ii): If A is Hermitian and λ̃ is a given real number. Then for ‖x̃‖2 = 1, we have

(3.12) |λ̃− λi| ≤ ‖r‖2.

Since real numbers commute with quaternions, a real left eigenvalue of a matrix
A ∈Mn(H) is also a right eigenvalue of A and vice versa. By applying this argument,
we extend the result (3.12) from the complex field to the skew field of quaternions as follows.

THEOREM 3.12. Let A ∈Mn(H) be a Hermitian matrix. For some µ̃ ∈ R and x̃ ∈ Hn
with ‖x̃‖2 = 1, define the residual vector r = Ax̃ − µ̃x̃. Then |µ̃ − µ| ≤ ‖r‖2 for some
µ ∈ Λr(A).

Proof. Since µ ∈ Λr(A), we also have µ ∈ Λl(A). Now if µ̃ /∈ Λr(A), then µ̃ /∈ Λl(A).
Hence (A− µ̃In)−1 exists, so we can write r = Ax̃− µ̃x̃ as

x̃ = (A− µ̃In)−1r.

Since A is a Hermitian matrix, by Theorem 2.11, A is unitarily diagonalizable, that is,
V −1AV = diag(µi), i = 1, 2, . . . , n, for some quaternionic unitary matrix V . Now, by
applying the method of proof of Theorem 3.7, we have the desired result

min
µi∈Λs(A)

{
|µ̃− µi|

}
≤ ‖r‖2.
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3.2. Right eigenvalue perturbation bounds for non-diagonalizable quaternionic ma-
trices. Perturbation bounds for the eigenvalues of a complex matrix in the non-diagonalizable
case as well as the block diagonal decomposition of a complex matrix and Jordan blocks have
been studied in [5, 10]. We extend the perturbation result [5, Theorem 2] to the quaternionic
case via the block diagonal decomposition of quaternionic matrices.

THEOREM 3.13. Let A ∈ Mn(H). Consider A = Y TY −1, T = diag(V1, . . . , Vk),
where Vi = Λi + Ni ∈ Mni

(H) is upper triangular, Λi is diagonal, and Ni is strict upper
triangular, for i = 1, 2, . . . , k. If µ is a standard right eigenvalue of A+ ∆A, then there exists
λj ∈ Λs(A) such that

|λj − µ| ≤ max
(
χ, χ1/nj

)
,

where χ = ‖Y −1∆AY ‖2
∑nj−1
t=0 ‖Nj‖t2 and Nnj

j = 0nj with Nnj−1
j 6= 0nj .

Proof. Let µ /∈ Λs(A). Since µ is a standard right eigenvalue of A + ∆A, there exists
0 6= x ∈ Hn such that (A+∆A)x = xµ. Then, following the method of proof of Theorem 3.7,
we get

(3.13) 1 ≤ ‖(µI2n −ΨT )−1‖2 ‖Y −1∆AY ‖2.

We have that

1

‖(µI2n −ΨT )−1‖2
=

1

max
1≤i≤k

‖(µI2ni
−ΨVi

)−1‖2
=

1

‖(µI2nj
−ΨVj

)−1‖2
.

Define

(3.14) τ =
1

‖(µI2nj
−ΨΛj

)−1‖2
=

1

max
{

1
|µ−λj | ,

1
|µ−λj |

} = |µ− λj |.

Since Nnj

j = 0, from Lemma 3.4, we obtain Ψ
nj

Nj
= 0. As Nj is a strict upper triangular

quaternionic matrix, ΨNj is also strict upper triangular. Hence,(
µI2nj

−ΨΛj

)
ΨNj

= ΨNj

(
µI2nj

−ΨΛj

)
.

Therefore, [(
µI2nj

−ΨΛj

)−1
ΨNj

]nj

= 0.

Consequently, we get

(
µI2nj −ΨVj

)−1
=

nj−1∑
t=0

(−1)t
[(
µI2nj −ΨΛj

)−1
ΨNj

]t (
µI2nj −ΨΛj

)−1
.

Thus, we have

‖ (µI2n −ΨT )
−1 ‖2 = ‖

(
µI2nj

−ΨVj

)−1 ‖2 ≤
1

τ

nj−1∑
t=0

[
‖Nj‖2
τ

]t
.

If τ > 1, then

(3.15) ‖
(
µI2nj −ΨVj

)−1 ‖2 ≤
1

τ

nj−1∑
t=0

‖Nj‖t2.
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From (3.13), (3.14), and (3.15), we obtain

1 ≤ 1

τ

nj−1∑
t=0

‖Nj‖t2 (‖Y −1∆AY ‖2).

Let χ = ‖Y −1∆AY ‖2
nj−1∑
t=0

‖Nj‖t2. Then, τ ≤ χ. If τ ≤ 1, then

(3.16) ‖ (µI2n −ΨT )
−1 ‖2 = ‖

(
µI2nj

−ΨVj

)−1 ‖2 ≤
1

τnj

nj−1∑
t=0

‖Nj‖t2.

Hence, (3.13), (3.14), and (3.16) yield

1 ≤ 1

τnj

nj−1∑
t=0

‖Nj‖t2 (‖Y −1∆AY ‖2).

Thus, τnj ≤ χ, and hence, τ ≤ χnj . From the above, it is clear that |λj−µ| ≤ max
(
χ, χ1/nj

)
,

where

χ = ‖Y −1∆AY ‖2
nj−1∑
t=0

‖Nj‖t2.

By taking an idea of [10, Corollary 1], we present a perturbation result for quaternionic
matrices via the Jordan canonical form of a quaternionic matrix.

THEOREM 3.14. Let A ∈ Mn(H) with Y −1AY = J = diag(Jmi(λi)), where
Jmi

(λi) (1 ≤ i ≤ t) are the Jordan blocks of A. Let ∆A ∈Mn(H). If µ is a standard right
eigenvalue of A+ ∆A, then

min
1≤i≤t

{
1

‖(Jmi(λi)− µImi)
−1‖2

,
1

‖(Jmi
(λi)− µImi

)−1‖2

}
≤ κ(Y ) ‖∆A‖2,

where κ(·) is the condition number with respect to the matrix 2-norm.
Proof. If µ is not a standard right eigenvalue of any of the Jordan block matrices Jmi

(λi),
then the statement is nontrivial. Since µ is a standard right eigenvalue of A+ ∆A, there exists
0 6= x ∈ Hn such that (A+ ∆A)x = xµ, and this system is equivalent to the complex system

ΨA+∆Aψx = µψx ⇔ (ΨA+∆A − µI2n)ψx = 0 ⇔ (ΨA + Ψ∆A − µI2n)ψx = 0.

Thus, A has a Jordan canonical form via the invertible quaternionic matrix Y . Hence,

(µI2n −ΨY diag(Jmi
(λi))Y −1)ψx = Ψ∆Aψx,

ΨY (µI2n −Ψdiag(Jmi
(λi)))ΨY −1ψx = Ψ∆Aψx,

(µI2n −Ψdiag(Jmi
(λi)))(ΨY )−1ψx = (ΨY )−1Ψ∆Aψx.

This implies that

(ΨY )−1ψx = (µI2n −Ψdiag(Jmi
(λi)))

−1[(ΨY )−1Ψ∆AΨY ](ΨY )−1ψx.
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Taking the matrix 2-norm on both sides of the above equation, we obtain

‖(ΨY )−1ψx‖2 ≤ ‖(µI2n −Ψdiag(Jmi
(λi)))

−1‖2 ‖[(ΨY )−1Ψ∆AΨY ]‖2 ||(ΨY )−1ψx‖2
1 ≤ ‖(µI2n −Ψdiag(Jmi

(λi)))
−1‖2 ‖(ΨY )−1‖2 ‖Ψ∆A‖2 ‖ΨY ‖2,

1 ≤ max
1≤i≤t

{‖(Jmi(λi)− µImi)
−1‖2, ‖(Jmi(λi)− µImi)

−1‖2} ×

‖(ΨY )−1‖2‖Ψ∆A‖2 ‖ΨY ‖2,

1 ≤ max
1≤i≤t

{‖(Jmi
(λi)− µImi

)−1‖2, ‖(Jmi
(λi)− µImi

)−1‖2} ×

‖(ΨY )−1‖2 ‖Ψ∆A‖2 ‖ΨY ‖2.

The above inequality can be rewritten as

1

max
1≤i≤t

{‖(Jmi(λi)− µImi)
−1‖2, ‖(Jmi(λi)− µImi)

−1‖2}

≤ ‖(ΨY )−1‖2 ‖Ψ∆A‖2 ‖ΨY ‖2,

that is,

min
1≤i≤t

{ 1

‖(Jmi(λi)− µImi)
−1‖2

,
1

‖(Jmi
(λi)− µImi

)−1‖2
} ≤ κ(ΨY ) ‖Ψ∆A‖2.

Then, from Lemma 2.6, we have

min
1≤i≤t

{ 1

‖(Jmi
(λi)− µImi

)−1‖2
,

1

‖(Jmi(λi)− µImi)
−1‖2

} ≤ κ(Y ) ‖∆A‖2.

From Theorem 3.14, we conclude that all the standard right eigenvalues of the perturbed
quaternionic matrixA+∆A (whereA is not necessarily a diagonalizable matrix) are contained
in the union of t sets Pi(A) = Ti(A) ∪Ki(A), i = 1, . . . , t, where

Ti(A) = {z ∈ C : ‖(Jmi(λi)− µImi)
−1‖−1

2 ≤ κ(Y )‖∆A‖2},

Ki(A) = {z ∈ C : ‖(Jmi(λi)− µImi)
−1‖−1

2 ≤ κ(Y ) ‖∆A‖2},

that is,

Λs(A+ ∆A) ⊆ P (A) = (

t⋃
i=1

Ti(A)) ∪ (

t⋃
i=1

Ki(A)).

REMARK 3.15. From Lemma 2.7 it follows that all results for the 2-norm hold for the
Frobenius norm as well.

4. Perturbation bounds for the zeros of quaternionic polynomials. The companion
matrices of the simple monic polynomials pl(z) and pr(z) defined by (1.2) and (1.3), respec-
tively, are given by

Cpl =


0 1 0
...

. . .
0 0 1
−q0 −q1 . . . −qm−1

 , Cpr = CTpl .
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We need the following results.
PROPOSITION 4.1 ([29, Proposition 1]). Let λ ∈ H. Then λ is a zero of the monic

polynomial pl(z) if and only if λ is a left eigenvalue of its corresponding companion matrix
Cpl .

Analogous to Proposition 4.1, the following result is presented for pr(z).
PROPOSITION 4.2. Let λ ∈ H. Then λ is a zero of the monic polynomial pr(z) if and

only if λ is a left eigenvalue of its corresponding companion matrix Cpr .
It is shown in [29, Corollary 1] that if λ is a left eigenvalue of Cpl , then λ is also a right

eigenvalue of Cpl . Hence, all the zeros of the polynomial pl(z) are right eigenvalues of Cpl .
However, a right eigenvalue is not necessarily the zero of the polynomial pl(z). For example,
take a simple monic polynomial pl(z) = z2 + jz + 2. Its companion matrix is

Cpl =

[
0 1
−2 −j

]
.

Here i is a right eigenvalue of Cpl , however, i is not a zero of pl(z).
COROLLARY 4.3 ([29, Corollary 1]). If λ is a left eigenvalue of the companion matrix

Cpl , then it is also a right eigenvalue.
THEOREM 4.4. Let pl(z) = zm +

∑m−1
k=0 qkz

k be a quaternionic simple monic poly-
nomial. Let Cpl = Y diag(V1, V2, . . . , Vt)Y

−1 with Vi = Λi + Ni ∈ Mni(H) being
upper triangular, Λi diagonal, and Ni strict upper triangular, for i = 1, 2, . . . , t. As-
sume that p̂l(z) = zm +

∑m−1
k=0 q̂kz

k is a perturbation of pl(z) with q̂k = qk + ∆qk,
|∆qk| ≤ ε, k = 0, 1, . . . ,m − 1. Let em = [0, . . . , 0, 1]T ∈ Rm. Then for any complex
zero ẑk ∈ ZC(p̂l(z)), there exists a complex zero zj ∈ ZC(pl(z)) such that

|ẑk − zj | ≤ max(χ, χ1/nj ),

where

χ = ‖Y −1∆CplY ‖2
nj−1∑
η=0

‖Nj‖η2 , ∆Cpl = −em[∆q0, . . . ,∆qm−1].

Proof. Let us consider the companion matrix Cpl corresponding to the simple monic
polynomial pl(z) such that Cpl = Y diag(V1, V2, . . . , Vt)Y

−1. From the definition of the
matrix ∆Cpl = −em[∆q0, . . . ,∆qm−1], it follows that

Cpl + ∆Cpl =


0 1 0 . . . 0
0 0 1 0
...

...
...

. . .
...

0 0 0 . . . 1
−q̂0 −q̂1 −q̂2 . . . −q̂m−1

 .

It is known that the left eigenvalues of Cpl and the zeros of pl(z) are the same. Also, the left
spectrum of Cpl falls into the right spectrum of Cpl . Theorem 3.13 gives the perturbation
bound for the standard right eigenvalues of a quaternionic matrix and a perturbed quaternionic
matrix. As we know that standard right eigenvalues of a quaternionic matrix are complex
numbers, by the method of proof of Theorem 3.13, we get the desired result.
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THEOREM 4.5. Let pl(z) = zm +
∑m−1
k=0 qkz

k be a quaternionic simple monic poly-
nomial with its companion matrix Cpl = Y DY −1, D = diag(λ1, . . . , λm), λt ∈ Λs(A),
t = 1, 2, . . . ,m. Assume that p̂l(z) = zm +

∑m−1
k=0 q̂kz

k is a perturbation of pl(z) with
q̂k = qk + ∆qk, |∆qk| ≤ ε, (0 ≤ k ≤ m− 1). Then the zeros of pl(z) and p̂l(z) are given by

inf
ẑi∈ZH(p̂l(z))

zj∈ZH(pl(z))

|ẑi − zj | ≤ κ(Y ) ‖∆Cpl‖2,

where ∆Cpl = −em[∆q0, . . . ,∆qm−1] with em = [0, . . . , 0, 1]T ∈ Rm.
Proof. By applying Theorem 3.7 and the method of proof of Theorem 4.4, we get the

desired result.
REMARK 4.6. Similar results can be obtained for the zeros of pr(z).

5. Numerical examples. In this section, we give some numerical examples to illustrate
our results.

EXAMPLE 5.1. Let us consider a quaternionic matrix

A =

 2i −2j j + k
−k 2 −1
−j 1− i 1

 .
The complex adjoint matrix of A is

ΨA =

[
A1 A2

−A2 −A1

]
, A1 =

2i 0 0
0 2 −1
0 1− i 1

 , A2 =

 0 −2 1 + i
−i 0 0
−1 0 0

 .
Since ΨA is diagonalizable, by Theorem 2.5, A is diagonalizable as well. The standard right
eigenvalues of A are 1, 1 + i, and 1 + i, so Λs(A) = {1, 1 + i}, where 1 + i appears with
multiplicity 2. From [17, Theorem 3.1], there exist a nonsingular quaternionic matrix Y such
that Y −1AY = diag(1, 1 + i, 1 + i). Here,

Y =

1 + i i i
j j 0
−k −k −j

 .
Consider the perturbation matrix

∆A =

0 0 0
0 0 ε
ε ε ε

 , ε = 10−10.

Then,

A+ ∆A =

 2i −2j j + k
−k 2 −1 + ε
−j + ε 1− i + ε 1 + ε

 .
Therefore, ‖∆A‖2 = ε

√
(1 +

√
2) and Λs(A + ∆A) = {1 + 1.0001i, 1.0001 + 0.9999i},

where 1+1.0001i appears with multiplicity 2. The condition number of Y is κ(Y ) = 10.2193
and

min
λi∈Λs(A)

{|λi − µ|} = min
ηi∈Λr(A), ξ∈Λr(A+∆A)

{|ηi − ξ|} = 0.0001.
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Hence, Theorem 3.7 is verified.
EXAMPLE 5.2. Consider the quaternionic matrix

A =


1 −i −j k
i 1 −2k j
j 2k 7 −i
−k −j i 1

 .
The complex adjoint matrix of A is

ΨA =

[
A1 A2

−A2 −A1

]
, A1 =


1 −i 0 0
i 1 0 0
0 0 7 −i
0 0 i 1

 , A2 =


0 0 −1 i
0 0 −2i 1
1 2i 0 0
−i −1 0 0

 .
A is Hermitian and, by Theorem 2.5, ΨA is Hermitian as well. The set of standard right
eigenvalues ofA is Λs(A) = {−1, 1, 2, 8}. Also, from Theorem 2.11, the matrixA is unitarily
diagonalizable, that is, Y HAY = diag(−1, 1, 2, 8), where Y ∈ Mn(H) is a unitary matrix
and Λs(A) = Λr(A). Let

∆A =


0 0 0 0
0 0 0 ε
0 0 ε ε
ε ε ε ε

 , ε = 10−3, A+ ∆A =


1 −i −j k
i 1 −2k j + ε
j 2k 7 + ε −i + ε

−k + ε −j + ε i + ε 1 + ε

 .
Then, ‖∆A‖2 = 0.0024 and

Λs(A+ ∆A) = {1.0003 + 0.0001i, 2.0005 + 0.0005i,−0.9997 + 0.0003i, 8.0009}.

Since the matrix A is Hermitian, κ(Y ) = 1 in Theorem 3.7. Moreover, A is a central closed
as well as a normal matrix, hence Corollary 3.8 is verified, too.

EXAMPLE 5.3. Let t0 = 2i = (0, 2, 0, 0), t1 = j = (0, 0, 1, 0), t2 = k = (0, 0, 0, 1).
Following [24], the quaternionic Vandermonde matrix is defined as

A =

 1 1 1
t0 t1 t2
t20 t21 t22

 =

 1 1 1
2i j k
−4 −1 −1

 .
The complex adjoint matrix of A is

ΨA =

[
A1 A2

−A2 −A1

]
, A1 =

 1 1 1
2i 0 0
−4 −1 1

 , A2 =

0 0 0
0 1 i
0 0 0

 .
The eigenvalues of ΨA are

0.8014 + 1.70007i, 0.8014− 1.70007i, − 0.4552 + 1.9952i,

−0.4552− 1.9952i, −0.3462 + 1.0469i, − 0.3462− 1.0469i,

hence ΨA is diagonalizable, and, by Theorem 2.5, A is diagonalizable as well. The set of
standard right eigenvalues is

Λs(A) = {0.8014 + 1.70007i,−0.4552 + 1.9952i,−0.3462 + 1.0469i},
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and there exists an invertible matrix Y ∈Mn(H) such that Y −1AY = diag(Λs(A)). Let

∆A =

0 0 0
0 0 0
ε 0 ε

 , ε = 10−3, A+ ∆A =

 1 1 1
2i j k

−4 + ε −1 −1 + ε

 .
Then, ‖∆A‖2 = 1.4× 10−3 and

Λs(A+ ∆A) = {0.8016 + 1.7009i, −0.4549 + 1.9950i, −0.3457 + 1.0470i}.

Since κ(Y ) ≥ 1, we have κ(Y )‖∆A‖2 ≥ 0.0014. Also,

min
λi∈Λs(A)

{|λi − µ|} = min
ηi∈Λr(A)

ξ∈Λr(A+∆A)

{|ηi − ξ|} = 0.0002,

hence Theorem 3.7 is verified.
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